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Abstract
In this paper we propose a method to derive OCL invariants from declarative model-to-model transformations in order to enable their verification and analysis. For this purpose we have defined a number of invariant-based verification properties which provide increasing degrees of confidence about transformation correctness, such as whether a rule (or the whole transformation) is satisfiable by some model, executable or total. We also provide some heuristics for generating meaningful scenarios that can be used to semi-automatically validate the transformations.

As a proof of concept, the method is instantiated for two prominent model-to-model transformation languages: Triple Graph Grammars and QVT.
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1. Introduction

Model-Driven Development (MDD) is a software engineering paradigm where models are the core asset [47]. They are used to specify, simulate, test, verify and generate code for the application to be built. Many of these activities include the specification and execution of model-to-model (M2M) transformations, that is, the transformation of a model conformant to a meta-model into another one conformant to a different meta-model.
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There are two main approaches to M2M transformation: *operational* and *declarative*. The former is based on rules or instructions that explicitly state how and when creating the elements of the target model from elements of the source one. Instead, in declarative approaches, some kind of visual or textual patterns describing the relations between the source and target models are provided, from which operational mechanisms are derived e.g. to perform forward and backward transformations. These declarative patterns are complemented with additional information to express relations between attributes in source and target elements, as well as to constrain when a certain relation should hold. The Object Constraint Language (OCL) standard [33] is frequently used for this purpose [34].

The increasing complexity of modelling languages, models and transformations makes urgent the development of techniques and tools that help designers to assure transformation correctness. Whereas several notations have been proposed for specifying M2M transformations in a declarative way [1, 25, 34, 39], there is a lack of methods for analysing their correctness in an integral way, taking into account the relations expressed by the transformation, as well as the meta-models and their well-formedness rules.

In this paper we propose verification and validation techniques for M2M transformations based on the analysis of a set of OCL invariants automatically derived from the declarative description of the transformations. These invariants state the conditions that must hold between a source and a target model in order to satisfy the transformation definition, i.e. in order to represent a valid mapping. We call these invariants, together with the source and target meta-models, a *transformation model* [7]. To show the wide applicability of the technique, we study how to create this transformation model from two prominent M2M transformation languages: Triple Graph Grammars (TGGs) [39] and QVT [34].

Once the transformation model is synthesized, we can determine several correctness properties of the transformation by analysing the generated transformation model with any available tool for the verification of static UML/OCL class diagrams (see [2, 10, 13, 36, 43]). In particular, we have predefined a number of verification properties in terms of the extracted invariants, which provide increasing confidence on the transformation correctness. For example, we can check whether a relation or the whole transformation is applicable in the forward direction (i.e., whether there is a source model enabling a relation), forward weak executable (if we can find a pair of source and target models satisfying the relation and the meta-model constraints),
forward strong executable (if a relation is satisfied whenever it is enabled), or total (whether all valid source models can be transformed). In order to illustrate this analysis, we show the use of the UMLtoCSP tool [13] to perform the verification. The tool translates the transformation model into a constraint satisfaction problem, which is then processed with constraint solvers to check different aspects of the model.

The transformation model can also be used for validation purposes. Given the transformation model, tools like UMLtoCSP can be used to automatically generate valid pairs of source and target models, or a valid target model for a given or partially specified source model. These generated pairs help designers in deciding whether the defined transformation reflects their intention, thus helping to uncover transformation defects. Additionally, we have devised heuristics to partially automate the validation process by means of generating potentially relevant scenarios (representing corner cases of the transformation) that the designer may be specially interested in reviewing.

This paper extends our preliminary work in [12]. Here, we propose a new way of handling OCL attribute conditions in TGGs which avoids algebraic manipulations; provide a new way of generating invariants, so as to make the resulting TGG and QVT invariants more uniform, easing its portability to other languages; present a detailed formalization of the extraction of invariants from QVT; provide a comprehensive list of formalized verification properties; and present a semi-automatic method for validation.

**Paper organization.** Section 2 introduces TGGs and our proposal for handling OCL attribute conditions. Section 3 presents the method for extracting invariants from TGGs. Sections 4 and 5 present such method for QVT. Section 6 shows the use of the invariants and UML/OCL analysis tools for the verification and validation of transformations. Section 7 compares with related work and Section 8 draws the conclusions. As running example we use a transformation between class diagrams and relational schemas [34]. The appendix includes all the invariants for the example.

## 2. Triple Graph Grammars

Triple Graph Grammars (TGGs) [39] were proposed by A. Schürr as a formal means to specify transformations between two languages in a declarative way. TGGs are founded on the notion of graph grammar [38]. A graph grammar is made of rules having graphs in their left and right hand sides (LHS and RHS), plus the initial graph to be transformed. Applying a rule
to a graph is only possible if an occurrence of the LHS (a match) is found in it. Once such occurrence is found, it is replaced by the RHS graph. This is called direct derivation. It may be possible to find several matches for a rule, and then one is chosen at random. The execution of a grammar is also non-deterministic: at each step, one rule is randomly chosen and its application is tried. The execution ends when no rule can be applied.

Even though graph grammar rules rely on pre- and post-conditions, and on pattern matching, when used for model-to-model transformation, they have an operational, unidirectional style, as the rules specify how to build the target model assuming the source already exists. On the contrary TGGs are declarative and bidirectional since, starting from a unique TGG specifying the synchronized evolution of two graphs, it is possible to generate forward and backward transformations as well as operational mechanisms for other scenarios [26].

TGGs are made of rules working on triple graphs. These are made of two graphs called source and target, related through a correspondence graph. Any kind of graph can be used for these three components, from standard unattributed graphs \((V; E; s, t: E \rightarrow V)\) to more complex attributed graphs (e.g., E-graphs [17]). The nodes in the correspondence graph (the mappings) have morphisms\(^1\) to the nodes in the source and target graphs. Triple morphisms are defined as three graph morphisms that preserve the correspondence functions. They are used to relate the LHS and RHS of a TGG rule, to identify a match of the LHS in a graph, and to type a triple graph.

**Definition 1 (Triple Graph and Morphism).** A triple graph \(\text{TrG} = (G_s, G_c, G_t, cs: V_{G_c} \rightarrow V_{G_s}, ct: V_{G_c} \rightarrow V_{G_t})\) is made of two graphs \(G_s\) and \(G_t\) called source and target, related through the nodes of the correspondence graph \(G_c\).

A triple graph morphism \(f = (f_s, f_c, f_t): \text{TrG}^1 \rightarrow \text{TrG}^2\) is made of three graph morphisms \(f_x: G_x^1 \rightarrow G_x^2\) (with \(x = \{s, c, t\}\)) such that the correspondence functions are preserved.

In the previous definition, \(V_{G_x}\) is the set of nodes of graph \(G_x\). Morphisms \(cs\) and \(ct\) relate two nodes \(x\) and \(y\) in the source and target graphs iff \(\exists n \in V_{G_c}\) with \(cs(n) = x\) and \(ct(n) = y\). We often depict a triple graph by \(\langle G_s, G_c, G_t\rangle\),

\(^1\)A morphism corresponds to the mathematical notion of total function between two sets, or in general between two structures (graphs, triple graphs, etc.)
and use $TrG_x$ (for $x = \{s, c, t\}$) to refer to the $x$ component of $TrG$. In this way, $(G_s, G_c, G_t)_s = G_s$.

Fig. 1 shows a triple graph, taken from the class-to-relational transformation [34], which we use as a running example. The source graph is a class diagram with a package and a class, the target one is a relational schema model with one schema node, and the correspondence includes a mapping between the package and the schema. Note that “source” and “target” are relative terms, as we could also use source for the relational schema and target for the class diagram.

![Figure 1: A triple graph example.](image)

A triple graph is typed by a meta-model triple [21] or TGG schema, which contains the source and target meta-models and declares allowed mappings between both. Fig. 2 shows the meta-model triple for our running example. The correspondence meta-model declares five classes: P2S maps packages and schemas, A2Co maps attributes and columns, and C2T and its specializations C2TCh relate classes and tables. In particular C2TCh is used to relate a children class with the table associated to its parent class. The dotted arrows specify the allowed morphisms from the correspondence to the source and target models, and can be treated as normal associations with cardinality 1 on the side of the source/target class. The meta-model includes OCL constraints ensuring uniqueness of attribute names for each class and table, as well as same persistence for a class and its children. As an example, the triple graph in Fig. 1 conforms to the meta-model in Fig. 2.

A typed triple graph is formally represented as $(TrG, type: TrG \rightarrow MM)$, where the first element is a triple graph and the second a morphism to the meta-model triple. Morphisms between typed triple graphs must respect the typing morphism and can take inheritance into account, as in [21]. For simplicity of presentation, we omit the typing in the following definitions.

Besides a meta-model triple, a M2M transformation by TGGs consists of a set of declarative rules that describe the synchronized evolution of two models. Rules have triple graphs in their LHS and RHS and may include
OCL attribute conditions. This contrasts with the usual approach of using attribute computations in the rules instead of conditions [17]. We use the latter as it poses some benefits that will be shown later on when operationalising the rules. Declarative rules are non-deleting because they describe how models are created, hence they are defined by an injective triple morphism.

Definition 2 (Declarative TGG Rule). A declarative TGG rule \( p = (r: L \rightarrow R, ATT_{COND}) \) is made of two triple graphs, \( L = \langle L_s, L_c, L_t \rangle \) and \( R = \langle R_s, R_c, R_t \rangle \), an injective triple morphism \( r \) between \( L \) and \( R \), and a set \( ATT_{COND} \) of OCL constraints over \( R \), expressing attribute conditions.

Fig. 3 shows four example TGG declarative rules using a compact notation that presents together \( L \) and \( R \). The elements created by the rules (R-L) are marked as \{new\}, and the preserved elements are untagged. As an example, rule **Class-Table** is shown in the upper row first in extended and then in compact notation.

Rule **Package-Schema** declares that every time a package is created, a schema with the same name is created simultaneously, and vice versa. Rule **Class-Table** specifies that creating a persistent class in a package already related to a schema should create a table with the same name in that schema, and vice versa. In this case the attribute condition demands the class to have no parent. Note that we do not demand the LHS/RHS of rules to satisfy the integrity constraints of the meta-model. For example the RHS of the rule **Class-Table** is not a valid model because, according to the meta-model in Fig. 2, each table should be connected to at least one column. When
executing a transformation it is acceptable to go through some intermediate models that are inconsistent with respect to the meta-model’s constraints. What is important is that the final models are consistent.

For non top-level classes, the rule ChClass-Table is used instead of rule Class-Table. This rule specifies that creating a child class of a class already related to a table should map the child class to the same table. Finally, Attribute-Column synchronously creates attributes and columns for classes related to tables.

A TGG is bidirectional as rules do not specify any direction, but synchronously create and relate source and target elements. A TGG defines the language of all triple graphs that satisfy the meta-model constraints and that can be derived using zero or more applications of the grammar rules. Please note that some derived graphs may not conform to the meta-model, and hence are not part of the language.

In practice, one does not use declarative TGG rules to create source and target models at the same time, as it would require a synchronous coupling of both models. Instead, so-called operational rules are derived for different tasks, e.g. to perform forward (source-to-target) and backward (target-to-source) transformations. A forward transformation creates a set of target elements that correspond to a given set of initial source model elements, and conversely with a backward transformation. The algorithm to derive such rules was proposed in [39] (see also [26] for the description of operational rules for other purposes). Next we present an extension of the algorithm that handles OCL attribute conditions. We will use this definition in order
to derive the OCL invariants in the next section.

**Definition 3 (Operational TGG Rule).** Given the declarative TGG rule $p = (r: \langle L_s, L_c, L_t \rangle \rightarrow \langle R_s, R_c, R_t \rangle, \text{ATT}_{\text{COND}})$, the following operational rules can be derived:

- **Forward:** $\overrightarrow{p} = (r': \langle R_s, L_c, L_t \rangle \rightarrow \langle R_s, R_c, R_t \rangle, \overrightarrow{\text{ATT}}_{\text{LHS}}, \overrightarrow{\text{ATT}}_{\text{RHS}})$.
- **Backward:** $\overleftarrow{p} = (r': \langle L_s, L_c, R_t \rangle \rightarrow \langle R_s, R_c, R_t \rangle, \overleftarrow{\text{ATT}}_{\text{LHS}}, \overleftarrow{\text{ATT}}_{\text{RHS}})$.

where $\overrightarrow{\text{ATT}}_{\text{LHS}}$ (resp. $\overleftarrow{\text{ATT}}_{\text{LHS}}$) contains the part of the $\text{ATT}_{\text{COND}}$ OCL expression concerning elements of the LHS of the forward (resp. backwards) operational rule only. $\overrightarrow{\text{ATT}}_{\text{RHS}}$ (resp. $\overleftarrow{\text{ATT}}_{\text{RHS}}$) contains the part of $\text{ATT}_{\text{COND}}$ not included in $\overrightarrow{\text{ATT}}_{\text{LHS}}$ (resp. $\overleftarrow{\text{ATT}}_{\text{LHS}}$).

The operational rules enforce the pattern given by the declarative rule, thus their RHS is equal to the RHS of the declarative rule. In the forward case, the LHS assumes that the source graph already exists, whereas in the backward case the existence of the target graph is assumed. In the rest of the paper, we use $L_F$ and $L_B$ to refer to the LHS of the forward and backward rules. The conditions in $\text{ATT}_{\text{COND}}$ are split in those to be checked on the LHS before rule application ($\overrightarrow{\text{ATT}}_{\text{LHS}}$ and $\overrightarrow{\text{ATT}}_{\text{LHS}}$) and those to be checked after rule application ($\overrightarrow{\text{ATT}}_{\text{RHS}}$ and $\overrightarrow{\text{ATT}}_{\text{RHS}}$).

As an example, the upper row of Fig. 4 shows the operational forward rule derived from the declarative rule **Class-Table**. The forward rule assumes that the package $p$ has a class $c$ and is related to a schema $s$, and then creates a new table. The figure shows the application of the rule to the graph of Fig. 1 resulting in a triple graph $H$ that contains a newly created table in its target. Note that this resulting target graph does not satisfy the meta-model constraints because each table needs to have at least one column. Thus, one can infer that the transformation is not total, as classes without attributes cannot be transformed into a valid model. This simple example shows the necessity of providing automatic means to check properties of rules and transformations.

Our definition of declarative rule does not use attribute computations as usual in the literature [17], but declarative attribute conditions $\text{ATT}_{\text{COND}}$. The advantage is that no algebraic manipulation is needed when generating the operational rules, but just to split the original conditions in those to be
checked in the LHS (\(\overline{\text{ATT}}_{\text{LHS}}\), \(\overline{\text{ATT}}_{\text{LHS}}\)) and the RHS (\(\overline{\text{ATT}}_{\text{RHS}}\), \(\overline{\text{ATT}}_{\text{RHS}}\)). When this is implemented in practice, we can use a constraint solver to resolve attribute values. Previous approaches perform algebraic manipulation so that the attribute values for the created objects could be calculated from the ones in the LHS. For instance, in the presented example, we would have had to assign the name of the class to the name of the newly created table. Although in this case it is just an assignment, in general such algebraic manipulations present practical problems because they are difficult to automate. Note however that relying purely on constraint solving at the operational level may present computational efficiency problems in some cases. Of course, there are several tools and approaches that allow embedding OCL in normal graph grammar rules (i.e., not in TGG rules), like VMTS [29] and Fujaba [42], to express attribute conditions and computations.

Next section shows how we avoid algebraic manipulation of attribute expressions by compiling the declarative TGG rules into OCL invariants (instead of into operational rules) and using a constraint solver to actually perform and analyse the transformation. For this purpose, rules are interpreted as constraints (similar to [15]) or invariants that a pair of models should satisfy.

3. Extracting OCL Invariants from Declarative TGG Rules

Our verification method (see Section 6) is based on the analysis of the transformation model [7] derived from the transformation specification. The transformation model is made of the source and target meta-models plus the
set of invariants that must hold between the source and target models in order to satisfy the transformation definition. These invariants must guarantee that the target model is a valid transformation of the source according to the set of TGG rules, and similar for the target.

In this section we present a procedure that creates invariants capturing the semantics of the TGG rules. This procedure can be regarded as a M2M transformation itself between the TGG and UML/OCL metamodels.

The invariants must ensure that each rule \( p \) is satisfied in the model. Hence, we introduce two concepts: rule enabledness and rule satisfaction. Intuitively, a declarative rule is source-enabled (resp. target-enabled) in a given graph if there exists some match of the LHS of its associated forward operational rule (resp. backward rule) in the graph.

**Definition 4 (Enabledness of Rule).** Given the declarative TGG rule \( p = (r: \langle L_s, L_c, L_t \rangle \rightarrow \langle R_s, R_c, R_t \rangle, ATT_{COND}) \) and a triple graph \( G \):

- \( p \) is source-enabled if \( \exists m: L_F \rightarrow G \), and \( m(L_F) \) satisfies \( ATT_{LHS} \) assuming the identification of objects and links induced by \( m \) and using \( G \) as context. Given a morphism \( m \), we write \( G \vdash_{m,F} p \) if \( m \) enables \( p \) source-to-target in \( G \).

- \( p \) is target-enabled if \( \exists m: L_B \rightarrow G \), and \( m(L_B) \) satisfies \( ATT_{LHS} \) assuming the identification of objects and links induced by \( m \) and using \( G \) as context. Given a morphism \( m \), we write \( G \vdash_{m,B} p \) if \( m \) enables \( p \) target-to-source in \( G \).

As an example, the declarative rule **Class-Table** in Fig. 4 is source-enabled in triple graph \( G \) because there is an occurrence of the LHS of its operational forward rule in \( G \). On the contrary, the rule is not target-enabled because the LHS of the operational backward rule would have needed a table in the target graph to be matched. Hence we have \( G \vdash_{m,F} \text{Class-Table} \) and \( G \not\vdash_{m,B} \text{Class-Table} \). However the rule is source- and target-enabled in \( H \).

Satisfaction of a rule involves checking both forward and backward satisfaction and is useful to ensure that two models are actually synchronized according to the rule. Intuitively, forward (resp. backward) satisfaction requires that the target (source) model satisfies the RHS of the rule for each match where the rule is source- (target-) enabled. We will use the notion of satisfaction in our algorithm to generate invariants.
Definition 5 (Satisfaction of Rule). Given the declarative TGG rule $p = (r: \langle L_s, L_c, L_t \rangle \rightarrow \langle R_s, R_c, R_t \rangle, ATT_{COND})$ and a triple graph $G$:

- $p$ is forward-satisfied in $G$, written $G \models_F p$, if $\forall m: L_F \rightarrow G$ s.t. $G \vdash_m F p$, then $\exists m': R \rightarrow G$ with $m = m' \circ r$ s.t. $m'(G)$ satisfies $ATT_{COND}$ assuming the identification of objects and links induced by $m$ and using $G$ as context.

- $p$ is backward-satisfied in $G$, written $G \models_B p$, if $\forall m: L_B \rightarrow G$ s.t. $G \vdash_m B p$, then $\exists m': R \rightarrow G$ with $m = m' \circ r$ s.t. $m'(G)$ satisfies $ATT_{COND}$ assuming the identification of objects and links induced by $m$ and using $G$ as context.

- $p$ is satisfied in $G$, written $G \models p$, if $G \models_F p \land G \models_B p$

Thus, a rule is forward-satisfied, if for each morphism where the rule is source-enabled, there is an occurrence $m'$ of the RHS which preserves the identification of objects and links ($m = m' \circ r$) and satisfies the OCL constraints in $ATT_{COND}$. As an example, rule $\text{Class-Table}$ in Fig. 4 is not forward-satisfied in $G$, but it is in $H$. The rule is backward-satisfied in both $G$ and $H$, in the first case trivially because the rule is not target-enabled. As we have that $H \models_F \text{Class-Table}$ and $H \models_B \text{Class-Table}$ then we have $H \models \text{Class-Table}$, or in other words, $H$ contains two synchronized models according to $\text{Class-Table}$.

In terms of the previous definitions, the invariants to be extracted for each rule $p$ are responsible for:

a) Locating each occurrence where $p$ is source-enabled (see Definition 4).

b) Locating each occurrence where $p$ is target-enabled (see Definition 4).

c) Ensuring that the elements of each occurrence found in a) and b) are connected to mapping objects according to the RHS of $p$.

d) Ensuring that the mapping objects connect elements that satisfy $p$ (see Definition 5).

Next we describe our extraction procedure and the structure of the generated invariants. Our procedure makes two assumptions: (i) all rules create at least one element in the correspondence graph and (ii) each type of mapping is created by at most one rule. Given a rule, the first two steps in the
procedure (see next definition) add invariants to every node \( n \) in the source or target graphs of the RHS that is connected to a newly created correspondence node \( m \). This corresponds to the items a), b) and c) in the previous list. Step 3 in the procedure adds the invariant to every correspondence node \( m \) created by the rule (item d)).

**Definition 6 (Invariant Extraction).** Given a declarative TGG rule \( p = (r: \langle L_s, L_c, L_t \rangle \rightarrow \langle R_s, R_c, R_t \rangle, ATT_{COND}) \):

1. \( \forall n \in V_{Rs} \text{ s.t. } \exists m \in V_{Rc} - r(V_{Lc}) \text{ with } cs(m) = n, \text{ add an invariant } \) named \( p \) to \( \text{type}(n) \).
2. \( \forall n \in V_{Rs} \text{ s.t. } \exists m \in V_{Rc} - r(V_{Lc}) \text{ with } ct(m) = n, \text{ add an invariant } \) named \( p \) to \( \text{type}(n) \).
3. \( \forall m \in V_{Rc} - r(V_{Lc}), \text{ add an invariant } \) named \( p \) to \( \text{type}(m) \).

Invariant \( p \) in the source checks that for each occurrence where the rule is source-enabled, the rule is satisfied. According to Definition 4, the rule is source-enabled if there exists an occurrence of the LHS of the forward rule \( L_F \) satisfying the terms in \( \overline{ATT}_{LHS} \). This is actually checked by a helper query operation named \( p\text{-enabled}(...) \). If such query operation returns true, then the invariant \( p \) ensures that this occurrence is connected to all required objects needed to satisfy the rule. This is performed by a helper operation \( p\text{-mapping}(...) \) placed in the created correspondence node. This operation checks the object graph satisfies the structure of the RHS and the OCL constraints in \( \overline{ATT}_{COND} \), similar to Definition 5. Symmetrically, the invariant in the target ensures that each occurrence where \( p \) is target-enabled satisfies the rule. As both invariants are similar, we only show the structure of \( p \) for the source elements.

**Definition 7 (Invariant for Source Elements).** Given a declarative TGG rule \( p = (r: \langle L_s, L_c, L_t \rangle \rightarrow \langle R_s, R_c, R_t \rangle, ATT_{COND}) \), then \( \forall n \in V_{Rs} \text{ s.t. } \exists m \in V_{Rc} - r(V_{Lc}) \text{ with } cs(m) = n, \) the following invariant is generated:

```plaintext
context type(n) inv p:
type(n_i) :: allInstances() -> forAll(n_i|...
  type(n_j) :: allInstances() -> forAll(n_j|...
  \forall n_k \in V_{LF} - \{n\}
if self.p-enabled(n_i, n_j, ...)
  then
    type(n_a) :: allInstances() -> exists(n_a|
      type(n_e) :: allInstances() -> exists(n_e|
        type(m) :: allInstances() -> exists(m|
          m.p-mapping(n_i, n_j, ..., n_a, n_e, ...
          endif))...))
```
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where \( E_{LF} \) is the set of edges in \( L_F \), \( \text{role}_j \) is the role in the meta-model that allows navigating from \( n_i \) to \( n_j \). If some edge has \( n \) as source or target we use the reserved word self to refer to \( n \) in the expression.

Note that the main body of the invariant checks the existence of the node in the RHS and the edges in the LHS. Then, the query operation checks the existence of the remaining edges in the RHS and the conditions in \( \text{ATT}_{COND} \).

Let us consider the example rules in Fig. 3. From rule Class-Table we generate invariants for the class, the table and the C2T mapping, because the latter is created and connected to the class and the table. Source-enabledness is checked by the class’s Class-Table-enabled operation, whereas actual satisfaction is checked by the Class-Table-mapping operation in the correspondence node. A similar invariant for the table ensures that whenever the rule is target-enabled, it is actually satisfied.
The generated invariant in the `Class` checks that if there is an occurrence of $L_F$, then there must exist a table such that the rule conditions are satisfied. The occurrence of $L_F$ is sought by the three first nested `forAll`, which iterate to look for a package $p$, a schema $s$ and a correspondence node $m_1$. These elements should be connected according to $L_F$, and satisfy the constraints.
in $\overline{ATT}_{LHS}$, what is checked by the operation $Class-Table-enabled$. If such operation returns true, the invariant looks for a table $t$ and a mapping $m_2$ connected as specified by the RHS of the rule and satisfying $ATT_{COND}$, what is checked by operation $Class-Table-mapping$ in the mapping class $C2T$. Symmetrically, the invariant in the $Table$ checks that if there is an occurrence of $L_E$, there is a class satisfying the rule. The invariants extracted from the other rules are shown in the Appendix.

Note that, using invariants, it is difficult to express the fact that a new table has to be created for each occurrence of $L_F$. Instead, we just say that a table should exist, and rely on the mapping cardinalities to ensure that indeed one is created for each class. Should we have assigned a wrong cardinality * (instead of 0..1) between $C2T$ and $Table$, the generated invariants would allow two classes with the same name to be related to the same table. However this is not what rule $Class-Table$ expresses, which demands two different tables. By defining the right cardinality 0..1 we implement a correct translation, as each table is related to at most one $C2T$ mapping, and this to exactly one class, thus ensuring that each class is related to at most one table.

We would like to remark that, both, the number of extracted invariants and the internal complexity of each invariant, are linear with respect to the number of TGG rules. Therefore, the extraction process can deal with TGGs of any size.

4. QVT-Relations

QVT-Relations is a declarative M2M transformation language part of the OMG QVT standard [34]. In this language, a bidirectional transformation consists of a set of relations between two models\(^2\). There are two types of relations: top-level and non-top-level. The execution of a transformation requires that all its top-level relations hold, whereas non-top-level ones only need to hold when invoked directly or transitively from another relation.

Each relation defines two domain patterns, one for each model, and a pair of optional $when$ and $where$ OCL predicates. These optional predicates define the link with other relations in the transformation: the $when$ clause indicates the constraints under which the relation needs to hold and the $where$ clause provides additional conditions, apart from the ones expressed by the relation itself, that must be satisfied by all model elements in the relation.

\(^2\)Although not common, a QVT transformation could involve more than two models.
Domain patterns can be viewed as graph patterns that must be matched to a set of model elements of the appropriate type, i.e. similar to the LHS/RHS of TGGs. There are differences in the matching process, though. In TGG rules, the mappings between source and target models are explicitly represented with correspondence nodes linking elements of both models. Instead, QVT patterns may contain variables which can be free or bound. Bound variables and constant expressions restrict the possible matches for the pattern. Free variables become bound to the elements matching the pattern (in the execution direction of the transformation). Then, their values may be used afterwards to constrain the value of further pattern expressions. The invariants we generate will simulate this variable binding process.

Among all nodes in a domain pattern, one is marked as a root element (the one tagged with the <<domain>> stereotype). Definition of root nodes is purely for the sake of clarity (to understand a rule it is sometimes useful to pinpoint the main element in the pattern), it does not affect the semantics of the matching process. When referring to other relations in when or where clauses, parameters can be specified, and thus it is possible to pass bound variables from one relation to another. Note that the bound objects received as parameters play a similar role to the LHS of a declarative TGG rule: both are necessary preconditions to enforce the pattern.

We illustrate these concepts using the same example as in previous sections. Fig. 5(a) shows the transformation between packages and schemas. When executed in the UML→RDBMS direction, the relation states that for each package we must find a schema with the same name. Every package is a match for the source domain pattern (the pattern consists of a single node of type Package with no required additional links or constraints). Given a
matching package $p$, the variable $n$ becomes bound to the name of the package and it is used in the target domain pattern to ensure that a schema node named $n$ exists. Likewise, when executed in the RDBMS→UML direction, the relation states that for each schema we must find a package with the same name (now $n$ is bound to the name of the schema and restricts the packages that may satisfy the relation).

Relation Class-Table (Fig. 5(b)) describes the transformation between classes and tables. For each persistent class (condition $\text{is\_persistent} = \text{true}$), we need a table with the same name. The when clause imposes two additional constraints that restrict its application: to be a match, the class must be a root class ($c.parent \rightarrow \text{isEmpty}()$) and the package and schema of the matching class and table must satisfy the previous Package-Schema relation. Finally, the where clause imposes additional conditions to each pair of class $c$ and table $t$ satisfying the patterns and the when clause: all attributes of $c$ must match the columns in $t$ as expressed in the relation Attribute-Column (Fig. 6(b)) and children classes of $c$ must also be mapped to $t$. This latter condition is defined by means of the recursive relation ChClass-Table (Fig. 6(a)). When executing this relation, variables $c$ and $t$ are bound to the argument values passed on when calling this relation from Class-Table. For each child class $c_1$ of $c$, attributes of $c_1$ are mapped to columns of $t$ and, recursively, the process continues with the children classes of $c_1$. This recursion stops when a class without children is reached.

Finally, relation Attribute-Column defines the mappings between attributes and columns. Again, variables $c$ and $t$ are bound to the arguments used when calling the relation from the Class-Table or ChClass-Table relations. For each attribute of $c$ the relation requires $t$ to have a column with the same name in the UML→RDBMS direction. When following the opposite direction, $c$ is required to have an attribute for each column in $t$, with the same name.

Optionally, we can define keys (i.e. unique identifiers) for the model elements participating in a relation. For instance, $\text{key Table \{schema, name\};}$ declares that we cannot have two tables with the same name within the same schema. Keys are used to avoid unnecessary object creations during the transformation. Before creating a new object in the target model, the key is used to locate an existing matching object. The new object is only created if a match is not found.
5. Extracting OCL Invariants from QVT-Relations

Many QVT concepts resemble the elements appearing in TGG rules (see [20] for a comparison). Therefore, the procedure for extracting the implicit invariants in a QVT-Relations transformation is very similar to that explained in Section 3 for TGGs. Note that it is also similar to the formalization of the QVT-Relations language in terms of the QVT-Core language defined in the QVT standard. For both TGGs and QVT, we have to check that if a rule is source-enabled (or target-enabled) the mapping conditions of the relation are satisfied. The difference is that now these mapping conditions are not specified in the correspondence nodes (since they do not exist) but must be integrated in the invariants defined for the source and target elements. A second difference is the existence of the when and where clauses in QVT. When translating the rules, the when clause will be part of the enabling conditions whereas the where clause will be added to the mapping conditions.

Definition 9 (Top-relation Invariant). Let $p$ be a top-relation with domain patterns $S = \{\text{root}_s, s_1, \ldots, s_n\}$ and $T = \{\text{root}_t, t_1, \ldots, t_m\}$, and let $T_{\text{when}} \subseteq T$ be the set of elements of $T$ referenced in $p$’s “when” section. Then, the following invariant is generated for the $S \rightarrow T$ direction:

\[
\text{context type(root}_s\text{) inv p:}
\begin{align*}
\text{type}(x_i) :: \text{allInstances}() \rightarrow & \text{forAll}(x_i|
\text{type}(x_j) :: \text{allInstances}() \rightarrow & \text{forAll}(x_j| \\
\text{if self.p-enabled}(x_i, x_j, \ldots) \text{ then} & \\
\text{type}(x_u) :: \text{exists}(x_u| \\
\text{type}(x_v) :: \text{exists}(x_v| \\
\text{self.p-mapping}(x_i, x_j, \ldots, x_u, x_v, \ldots)) \text{ endif} \ldots)
\end{align*}
\]
where the OCL expressions corresponding to the enabling and mapping conditions (i.e. the expressions ensuring that the links among the pattern objects and the attribute conditions are satisfied) are derived following the same procedure described for TGG rules.

As in the case of TGG rules, notice the distinction between nodes universally quantified (firsts part of the rule) and nodes with an existential quantifier in the template (second part). Nodes with the universal one (including the implicit one represented by the self variable) are used when checking matches for the rule since, for every match, we must verify that the relation holds. This is done by checking if there exists a set of nodes in the target pattern satisfying the mapping conditions (i.e. we do not need all possible nodes in the target pattern to satisfy the conditions, only one, that is why we use existential quantifiers for those nodes). Therefore, we add one universal quantifier for each node in S plus for each node in T referenced in the when clause. We use an existential quantifier for the rest of nodes in T. The if clause separating both sets of nodes ensures that the existence of the mapping nodes in the target pattern is only enforced when the relation is enabled.

Applying this definition on the Class-Table QVT relation in Fig. 5(b) generates the following invariants and auxiliary query operations:

```
context type(root) :: p-enabled(x_i : type(x_i), . . .)
body: when and enabling-conditions

context type(root) :: p-mapping(x_i : type(x_i), . . .)
body: where and mapping-conditions
```

```context Class inv Class-Table:
Package :: allInstances() → forall(p)
Schema :: allInstances()→forall(s)
if self.Class-Table-enabled(p, s) then
  Table :: allInstances()→exists(t)
  self.Class-Table-mapping(p, t, s)) endif)
```

```context Class::Class-Table-enabled(p:Package, s:Schema)
body: self.package = p and self.parent->isEmpty()
  and self.isPersistent = true and p.Package-Table-mapping(s)
```

```context Class::Class-Table-mapping(p:Package, t:Table, s:Schema)
body: self.name = t.name and t.schema = s and
  self.Attribute-Column(t) and self.ChClass-Table(t)
```
context Table inv Class-Table:
   Package :: allInstances() -> forAll(p)
   Schema :: allInstances() -> forAll(s)
   if self.Class-Table-enabled(p, s) then
      Class :: allInstances() -> exists(c)
      self.Class-Table-mapping(c, p, s)) endif)
context Table::Class-Table-enabled(p:Package, s:Schema)
body: self.schema = s and s.Package-Schema-mapping(p)
context Table::Class-Table-mapping(c:Class, p:Package, s:Schema)
body: self.name = c.name and c.package = p and
      c.is_persistent = true and c.parent -> isEmpty() and
      self.Attribute-Column(c) and self.ChClass-Table(c)

In the UML → RDBMS direction, Class-Table checks that for every package-schema combination that enables the relation source-to-target there exists a table that satisfies the class mapping conditions. Note that, for this invariant, the Schema class is universally quantified since it is needed to evaluate the when clause of the rule. In fact, for this rule, the Class-Table-enabled operation must check not only whether the class object represented by the self root variable enables the relation but also that the when clause evaluates to true on it. Therefore, Class-Table-enabled checks that the class is persistent, has no parents and is related to a package satisfying the Package-Schema relation. The latter is checked by means of a call to the Package-Schema-mapping operation defined as part of the translation of the Package-Schema relation (see the appendix).

If a class object satisfies all these conditions then the invariants require, as stated by the Class-Table-mapping operation, the existence of a table \( t \) with the same name as the class (and under the schema related to the class package) and that the non-top relations Attribute-Column and ChClass-Table hold between the class and the table. The if-then condition in the invariant ensures that this is only required for matches enabling the relation source-to-target.

Non-top relations are processed similarly to top relations with two main differences: (i) non-top relations are translated as boolean operations instead of invariants, because non-top relations only need to hold when called from a top relation, and (ii) nodes passed as parameters are not quantified. For simplicity, we make the assumption that if some relation \( p \) is called from the when clause of two different relations, it receives the same parameters. Oth-
erwise, for each different call, we would have to generate a different operation for \( p \) with different parameters.

**Definition 10 (Non-top Relation Invariant).** Let \( p \) be a non-top relation with domain patterns \( S = \{ \text{root}_s, s_1, \ldots, s_n \} \) and \( T = \{ \text{root}_t, t_1, \ldots, t_m \} \). Let \( T_{\text{when}} \subseteq T \) be the set of elements of \( T \) referenced in \( p \)'s “when” section and \( P = \{ a_1, \ldots, a_k \} \subseteq S \cup T \) the set of elements passed as parameters in the call to \( p \) from other relations. The following boolean operation for the \( S \rightarrow T \) transformation direction is generated:

\[
\begin{align*}
\text{context type(root}_s\text{)::p(a}_1\text{ : type(a}_1\text{), \ldots , a}_k\text{ : type(a}_k\text{))} \\
type(x_i) :: allInstances() \rightarrow forAll(x_i) \\
\text{if self.p-enabled(x}_i\text{, x}_j\text{, ...) then} \\
type(x_u) :: allInstances() \rightarrow exists(x_u) \\
\text{self.p-mapping(x}_i\text{, x}_j\text{, \ldots , a}_1\text{, \ldots , a}_k\text{, x}_u\text{, x}_v\text{, \ldots \ldots })\text{ endif \ldots)}
\end{align*}
\]

Notice that the operation has the same structure as the top-level invariant, but we eliminate from the body the variables passed as parameters. As an example, we provide the translation of non-top relations \texttt{Attribute-Column} and \texttt{ChClass-Table} in the appendix.

Finally, for each key defined in a relation, we generate an additional constraint ensuring that no two objects with the same key exist in the model.

**Definition 11 (Key Invariant).** Given key \( k \) defined as \( \text{Key } X\{\text{prop}_1, \ldots, \text{prop}_n\} \) where \( X \) is the type of one of the model elements participating in the relation and \( \text{prop}_i \) is a property (attribute or association end) of \( X \) the following invariant is generated:

\[
\begin{align*}
\text{context X inv } k:\ \\
X :: allInstances() \rightarrow forAll(x_1, x_2 | x_1 <> x_2 \text{ implies} \\
( x_1.\text{prop}_1 <> x_2.\text{prop}_1 \text{ or \ldots or } x_1.\text{prop}_n <> x_2.\text{prop}_n ))
\end{align*}
\]

The invariant forces two different objects to have at least a different value in one of the properties that are part of the key. Notice that we do not generate such invariant if it is already part of the meta-model constraints.

### 6. Analysing the Extracted Invariants

The analysis of the OCL invariants extracted from a transformation specification can reveal insightful information regarding its correctness. In this
section, we show how this analysis can be applied to two problems: (i) Verifi-
cation of correctness properties of transformations, that is, finding defects in
them, e.g. whether they are underspecified; and (ii) Validation of transfor-
mations, that is, identifying transformations whose definition does not match
the designer intent.

A key notion in our analysis will be the transformation model: the union
of the source and target meta-models, including their integrity constraints,
together with the extracted OCL transformation invariants. The goal of this
representation is leveraging existing UML/OCL verification and validation
tools for the analysis of model transformations. For example, there are sev-
eral tools addressing the consistency or satisfiability problem for UML/OCL
models [2, 10, 13, 43]: given a UML class diagram annotated with OCL
constraints, decide whether there exists a legal instance of the model, satis-
fying all graphical and OCL constraints. Several approaches to this problem
proceed constructively by automatically computing the legal instance, which
is provided to designers as output of the tool. As we will discuss in this
section, many interesting problems on transformations can be reformulated
as consistency problems on the transformation model.

6.1. Tool support

The verification and validation of M2M transformations can be performed
using existing tools for the analysis, reasoning, verification and validation of
UML/OCL specifications. Candidate tools should be able to manipulate
UML class diagrams, admit the definition of OCL queries and invariants,
and provide some support for checking the OCL invariants (either interac-
tively or automatically through a formal analysis or proof). There are several
approaches in the literature meeting these requirements [2, 10, 13, 36]. Each
tool relies on a different approach for the analysis of OCL constraints, e.g.
theorem proving, SAT solving and constraint programming. No “best” ap-
proach exists as each one achieves a different trade-off in terms of expres-
siveness (set of supported UML/OCL constructs), efficiency (time and memory
required to compute the result), decidability (termination of the method for
any input), completeness (whether there are inputs for which the output is
inconclusive) and automation (without user intervention).

In order to use any of these tools, the designer needs to define the trans-
formation model in an input format supported by the tool. Depending on
the tool, the meta-models are provided as input either in a textual nota-
tion, through a GUI for drawing the model, or an XMI file which can be
exported from a UML case tool. Meanwhile, OCL invariants are described in a text file. Then, all these tools are capable of analysing a UML class diagram annotated with OCL constraints and deciding whether it is consistent, i.e. whether there is a set of objects from the classes in the diagram which satisfy the cardinality and integrity constraints. Tools based on SAT solvers (UML2Alloy [2]) or constraint solvers (UMLtoCSP [13]) prove consistency by finding a specific instance which satisfies all constraints. Meanwhile, methods based on theorem provers (HOL-OCL [10], CQC [36], Description Logics [43]) combine deduction rules of logics to construct a proof. In case the proof exists, it can also lead back to a satisfying instance. Other tools, such as the USE validation environment [19], allow defining and validating UML/OCL specifications. In USE, designers can define a (meta-)model, an instantiation of it and check whether the invariants hold on that particular instance. This testing helps the designer to detect if the meta-model is overconstrained (valid states in the domain are forbidden by the invariants) or underconstrained (invalid states are allowed by the invariants). This approach exchanges automation for interactivity.

With these inputs, verification tools provide mechanisms to automatically check the consistency of the transformation model without user intervention. Checking consistency allows the verification of the executability of the transformation and the use of all validation scenarios. Other properties checked automatically by UML/OCL analysis tools (e.g. redundancy of an invariant) lead to the verification of other properties in section 6.2 (verification).

The set of OCL expressions supported by these tools varies, e.g. some tools do not support arithmetic operations in OCL. Therefore, choosing the right tool will depend, for instance, in the type of expressions used in attribute conditions.

A problem shared by all these tools is that the analysis of UML/OCL diagrams has a high computational complexity. Reasoning on UML class diagrams is already EXP-complete without considering OCL constraints [6], and undecidable when arbitrary OCL constraints are included in the problem. Decision procedures which can support complex OCL invariants like the transformation invariants from Sections 3 and 5 have at least an exponential worst-case execution time (and also they may be undecidable and/or incomplete). This complexity places a limit on the scalability of the proposed approach, i.e. the size of the transformations that can be analyzed.

From this portfolio of tools, the examples shown in this section use the tool UMLtoCSP, which is based on a constraint logic programming solver.
However, the other tools could be used instead with a different trade-off.

The figures in this section will alternatively depict examples of our TGG and QVT running examples. As both describe the same transformation, TGGs and QVT examples will be equal with the only difference that mapping nodes are explicit in TGGs. For the sake of brevity, in some cases we will refer only to TGGs or QVT, even though the verification and validation techniques can be applied to both languages: it is only a matter of whether we consider the OCL invariants from TGGs or QVT, as they rely in the same transformation model concept.

6.2. Verification of Model-to-Model Transformations

The verification of transformations answers the question “is the transformation right?”, i.e. are there any defects in the transformation? This verification problem can be expressed in terms of the transformation model because, like any other model, it is expected to satisfy several reasonable assumptions. For instance, it should be possible to instantiate the model in some way that does not violate any integrity constraint, including the OCL invariants of the meta-models and the transformation rules. Failing to satisfy these criteria may be a symptom of an incomplete, over-constrained or incorrect model, reflecting potential defects in the original M2M transformation.

In this section we formalize some properties that can be used to study quality notions of M2M transformations. These quality notions capture static properties of the M2M transformation, that is, they consider the application of the transformation to specific source and target models rather than studying the evolution of the model (e.g. incremental transformation or model synchronization).

We introduce a particular notation in order to keep the formalization independent of the language employed for the transformation specification and the approach used for analysis. However, the predicates that we will define have a direct correspondence with the invariants extracted in Sections 3 and 5 for TGGs and QVT.

- $S$ and $T$ denote a source and a target model respectively.
- $(S,T)$ is used for a pair of related source and target models.
- $r$ denotes a rule or relation\(^3\), where we write $\text{PRE}^\text{Fwd}_r$, $\text{PRE}^\text{Bwd}_r$ to de-

\(^3\)In the following, we use rule and relation interchangeably.
note its forward and backward pre-conditions, and \texttt{POST}, its post-conditions. In our transformation model, \texttt{PRE}_{Fwd} and \texttt{PRE}_{Bwd} correspond to the generated OCL queries \texttt{p-enabled} presented in Definitions 7 and 9 for TGGs and QVT respectively, whereas \texttt{POST} corresponds to the complete generated invariant.

- \texttt{T S} denotes a M2M specification made of a set of rules or relations.

We also use the auxiliary function \texttt{OCC(\_, \_)} that returns all occurrences of the first argument (a pair of related models with a set of constraints) into the second (a pair of related models). The following predicates will be used to define verification properties, where graphs \texttt{G} and \texttt{H} used as examples can be found in Fig. 7:

- \texttt{INV}[S] holds if \texttt{S} is conformant to its meta-model. Similarly, \texttt{INV}[T] holds if \texttt{T} is conformant to its meta-model.
- \texttt{INV}[(\texttt{S}, \texttt{T})] \(\text{def} \) \texttt{INV}[S] \(\land\) \texttt{INV}[T].
- \texttt{(S, T) \subseteq (S', T')} holds if \texttt{(S, T)} is a submodel of \texttt{(S', T')}.
- \texttt{(S, T) = (S', T')} holds if \texttt{(S, T)} is isomorphic to \texttt{(S', T')}, i.e. both models are equal up to equality of object identifiers.

Figure 7: Example triple graphs for the verification of rule properties: (1) \texttt{G} is an example of forward applicability for rule \texttt{Class-Table}; (2) \texttt{H} is an example of forward weak executability for rule \texttt{Class-Table}; (3) \texttt{I} is an example of executability for rule \texttt{Class-Table}; (4) \texttt{J} is a counterexample of strong executability for rule \texttt{Attribute-Column}.
EN_{Fwd}(⟨S, T⟩) \equiv \text{OCC}(\text{PRE}_{Fwd}^r, ⟨S, T⟩) \neq ∅, \text{ i.e. } r \text{ is source-enabled if there is some occurrence of its forward pre-condition. For TGG rules, this predicate corresponds to Definition 4. For example, } EN_{Fwd}^{\text{Class-Table}}[G] \text{ holds because there is one occurrence of } \text{PRE}_{\text{Class-Table}}^{\text{Fwd}} \text{ in } G.

EN_{Bwd}(⟨S, T⟩) \equiv \text{OCC}(\text{PRE}_{Bwd}^r, ⟨S, T⟩) \neq ∅. \text{ For example, } EN_{Bwd}^{\text{Class-Table}}[G] \text{ does not hold because there is no occurrence of } \text{PRE}_{\text{Class-Table}}^{\text{Bwd}} \text{ in } G, \text{ but } EN_{Bwd}^{\text{Class-Table}}[H] \text{ holds.}

SAT^*_r(⟨S, T⟩) \equiv (∀⟨S', T'⟩ ∈ \text{OCC}(\text{PRE}_{Fwd}^r, ⟨S, T⟩) ∪ \text{OCC}(\text{PRE}_{Bwd}^r, ⟨S, T⟩) : \exists⟨S'', T''⟩ ∈ \text{OCC}(\text{POST}_{r}, ⟨S, T⟩) : ⟨S', T'⟩ ⊆ ⟨S'', T''⟩). \text{ This predicate holds when a pair of models satisfies the post-conditions of a rule in all occurrences of its pre-conditions, which may be zero (trivial satisfaction). In such a case we say that the models satisfy the rule, which corresponds to Definition 5 for TGG rules. For example, } SAT^*_r^{\text{Class-Table}}[H] \text{ holds because the only occurrences of } \text{PRE}_{\text{Class-Table}}^{\text{Fwd}} \text{ and } \text{PRE}_{\text{Class-Table}}^{\text{Bwd}} \text{ are satisfied (i.e. included in an occurrence of } \text{POST}_{\text{Class-Table}} \text{). For QVT it is similar, but in addition the } \text{when and where clauses may imply the satisfaction of other relations.}

SAT^*_r^{TS}(⟨S, T⟩) \equiv (∀r ∈ TS : SAT^*_r[⟨S, T⟩]). \text{ This predicate holds if } ⟨S, T⟩ \text{ satisfies (even trivially) all rules in the specification } TS.

SAT_r(⟨S, T⟩) \equiv SAT^*_r[⟨S, T⟩] \land (EN_{Fwd}^{r}[⟨S, T⟩] \lor EN_{Bwd}^{r}[⟨S, T⟩]). \text{ This predicate holds when a pair of models satisfies r’s post-conditions, but not trivially (i.e. at least one occurrence exists). For example, } SAT_r^{\text{Class-Table}}[H] \text{ holds.}

SAT^{TS}_r(⟨S, T⟩) \equiv (∀r ∈ TS : SAT_r[⟨S, T⟩]).

Once established the notation and necessary predicates, we are ready to define the list of quality properties of M2M transformations at two levels: considering the role of individual rules within a transformation, or considering the transformation model as a whole. In addition, some properties can be studied at both levels. We start with properties applicable to the level of rules. We assume the forward direction, but it should be clear that the same properties can be easily defined for the backward direction. Each property contains a description, its formula in terms of the previous notation, and an
example. The graphs used as examples can be found in Fig. 7 (for QVT the examples would be similar but assuming an empty correspondence graph).

**Applicable:** $r$ is *forward applicable* if there is a pair of models where $r$ is source-enabled and the source model satisfies its meta-model constraints. We do not ask the target model to satisfy its meta-model constraints, as they may be violated during the transformation (e.g. lower cardinality constraints in associations).

*Formula:* $\exists \langle S, T \rangle : INV[S] \land EN^{\text{Fwd}}[\langle S, T \rangle]$.

*Example.* Rule **Class-Table** is forward applicable in $G$ because there is one occurrence of $PRE^{\text{Fwd}}_{\text{Class-Table}}$ and the source graph is a valid model.

**Weak Executable:** $r$ is *forward weak executable* if there exists a pair of models that satisfy $r$, and the source is a valid model.

*Formula:* $\exists \langle S, T \rangle : INV[S] \land SAT_r[\langle S, T \rangle]$.

*Example.* Rule **Class-Table** is forward weak executable because $H$ contains one occurrence of $POST_{\text{Class-Table}}$. Please note that the target graph of $H$ is not a valid model, as tables need at least one column. However this condition is not demanded by the property.

**Executable:** $r$ is *executable* if there exists a valid pair of models that satisfy it. Note that this property is independent of the direction.

*Formula:* $\exists \langle S, T \rangle : INV[\langle S, T \rangle] \land SAT_r[\langle S, T \rangle]$.

*Example.* Rule **Class-Table** is executable because graph $I$ contains one occurrence of $POST_{\text{Class-Table}}$ and its source and target graphs are valid models.

**Strong Executable:** $r$ is *forward strong executable* if the target of every source model where $r$ is source-enabled can be completed to satisfy $r$.

*Formula:* $\forall \langle S, T \rangle : INV[\langle S, T \rangle] \land EN^{\text{Fwd}}_r[\langle S, T \rangle] \Rightarrow \exists T' : (SAT_r[\langle S, T \rangle] \lor (INV[\langle S, T' \rangle] \land SAT_r[\langle S, T' \rangle] \land \langle S, T \rangle \subseteq \langle S, T' \rangle))$.

*Example.* Rule **Attribute-Column** is not forward strong executable because, as the counterexample triple graph $J$ shows, a class diagram where two classes related through inheritance define two attributes with same name cannot be translated into a valid target model. On the other hand **Package-Schema** is strong executable.
Remark. These three forms of executability demand increasing levels of satisfiability for a given rule. While for weak executability and executability $r$ has to be existentially satisfied (in the latter by some valid target model), in the strong version it must be universally satisfied in all cases where it can be source-enabled. Note that a rule is executable if and only if it is weak executable both forwards and backwards.

**Total:** $r$ is *total* if it is not trivially satisfiable in every valid source model. This is equivalent to ask $r$ to be forward weak executable in each valid source model.

*Formula:* $\forall S : \text{INV}[S] \Rightarrow \exists T : \text{SAT}_r[\langle S, T \rangle]$.

*Example.* Rule Package-Schema is not total, because the empty model satisfies the source meta-model constraints, but there is no target model that together with it satisfies the rule. The rule would be total should we add to the meta-model a constraint asking each model to have at least one package.

**Deterministic:** $r$ is *deterministic* if each valid source model can be correctly transformed in a unique way using $r$.

*Formula:* $\forall S, T, T' : \text{INV}[S] \Rightarrow (\text{EN}_r^\text{Fwd}[\langle S, T \rangle] \land \text{EN}_r^\text{Fwd}[\langle S, T' \rangle]) \land \text{SAT}^*_{TS}[\langle S, T \rangle] \land \text{SAT}^*_{TS}[\langle S, T' \rangle] \Rightarrow T = T'$.

*Example.* All rules in our example are deterministic. In general, this property can be used to detect under-constrained transformation models. For example, should we change the cardinality of the mapping between C2T and Table from 0..1 to *, then rule Class-Table would be non-deterministic because two classes with the same name could be mapped to the same table or to two tables with the same name. A rule could also fail to be deterministic due to attribute computation (e.g. if an attribute value is set to be the square root of another), or because the target model contains elements not mentioned in the transformation. For instance, if the relational schema meta-model had e.g. foreign key nodes, as these are not considered by any rule, there could be target models with and without foreign keys associated to a unique source model.

Finally note that the formula demands $\langle S, T \rangle$ and $\langle S, T' \rangle$ to satisfy (even trivially) the whole transformation specification $TS$. Otherwise
no rule in our example would be deterministic. See for example $H$ and $I$ which satisfy \textbf{Package-Schema} and have the same source model.

**Functional:** $r$ is \textit{functional} if it is total and deterministic.

\textit{Formula:} $\text{Total}(r) \land \text{Deterministic}(r)$.

\textit{Example.} No rule in our example is functional. Rule \textbf{Package-Schema} would be functional if we demand at least one package in each UML model.

**Exhaustive:** $r$ is \textit{exhaustive} if it is satisfiable in each target model. This property is the dual of property \textit{total}, and is equivalent to ask $r$ to be weak executable in each valid target model.

\textit{Formula:} $\forall T: \text{INV}[T] \Rightarrow \exists S: \text{SAT}_{r}([S, T])$.

\textit{Example:} No rule in the example is exhaustive. Rule \textbf{Package-Schema} is not exhaustive because there is no source model that together with an empty target model satisfies the rule. The rule would be exhaustive should we add a constraint to the target meta-model asking for at least one schema in each RDBMS model.

**Injective:** $r$ is \textit{injective} if each valid target model is a correct transformation of a unique source model. This property is the dual of \textit{deterministic} for the source model.

\textit{Formula:} $\forall T, S, S': \text{INV}[T] \Rightarrow (\text{EN}_T^{\text{fwd}}([S, T]) \land \text{EN}_T^{\text{fwd}}([S', T]) \land \text{SAT}^*_{TS}([S, T]) \land \text{SAT}^*_{TS}([S', T]) \Rightarrow S = S')$.

\textit{Example:} Rule \textbf{Class-Table} is not injective. We can find the counterexample graphs $K$ and $L$ shown in Fig. 8 which have the same target, and one is produced from a class with two attributes, and the other from two classes related through inheritance with one attribute each. On the contrary, rule \textbf{Package-Schema} is injective.

**Bijective:** $r$ is \textit{bijective} if it is exhaustive and injective.

\textit{Formula:} $\text{Exhaustive}(r) \land \text{Injective}(r)$.

\textit{Example.} No rule in the example is bijective. Rule \textbf{Package-Schema} would be bijective should we forbid empty source and target models.
Redundant: $r$ is redundant in a specification $TS$ if the set of pairs of models satisfying $TS$ is exactly the same as those satisfying $TS \setminus \{r\}$.

Formula: $\forall \langle S, T \rangle : \text{INV}[\langle S, T \rangle] \Rightarrow (\text{SAT}^{*\text{TS}\setminus\{r\}}[\langle S, T \rangle] \Leftrightarrow \text{SAT}^{*\text{TS}}[\langle S, T \rangle])$.

Example. None of the rules in the example specification are redundant. An example of redundant rule would be one like Attribute-Column, but applicable only to persistent classes.

Enabledness Subsumption: Given two rules $r_1$ and $r_2$, $r_1$ forward subsumes $r_2$, written $r_1 \leq_F r_2$, if whenever $r_2$ is source-enabled so is $r_1$. That is, the forward pre-conditions of $r_1$ are weaker than those of $r_2$.

Formula: $\forall \langle S, T \rangle : \text{INV}[S] \land \text{EN}_{r_2}^{\text{Fwd}}[\langle S, T \rangle] \Rightarrow \text{EN}_{r_1}^{\text{Fwd}}[\langle S, T \rangle]$.

Example. We have that Package-Schema $\leq_F$ Class-Table, as whenever the latter is source-enabled, so is the former. Note that if a QVT relation $r$ calls relations $r_1, \ldots, r_n$ in the where clause, we should have $r \leq_F r_1 \land \ldots \land r \leq_F r_n$ if the relation is to be enforced in the forward direction. Similarly, if relation $r$ calls relations $r_1, \ldots, r_n$ in the when clause, we should have $r_1 \leq_F r \land \ldots \land r_n \leq_F r$ if the relation is to be enforced in the forward direction. Note that if the relation is meant to be bi-directional, we would have backward subsumption too.

Next, we generalize some of the presented properties to the level of transformation. In this case all properties are independent of the direction.

Figure 8: Example triple graphs for the verification of transformation properties: our TGG is executable but non-injective (we find two source models for the same target model).
Executable: $TS$ is executable if there is a valid pair of models satisfying it.

Formula: $\exists\langle S, T \rangle : \text{INV}[\langle S, T \rangle] \land \text{SAT}^*_{TS}[\langle S, T \rangle]$.

Example. Our example TGG transformation is executable because, e.g. graphs $K$ and $L$ satisfy (trivially or not) all rules. Note that we use the $\text{SAT}^*_{TS}[\ldots]$ predicate instead of $\text{SAT}_{TS}[\ldots]$ because otherwise we would be requiring at least one explicit occurrence of each rule.

Total: $TS$ is total if for each valid source model there is a valid target model satisfying it.

Formula: $\forall S : \text{INV}[S] \Rightarrow \exists T : \text{SAT}^*_{TS}[\langle S, T \rangle] \land \text{INV}[T]$.

Example. Our TGG is not total as e.g. there is no valid target model such that together with the source model of graph $G$ satisfies the specification (tables without columns are not allowed).

Deterministic: $TS$ is deterministic if each valid source model can be correctly transformed in a unique way.

Formula: $\forall S, T, T' : \text{INV}[S] \Rightarrow (\text{SAT}^*_{TS}[\langle S, T \rangle] \land \text{SAT}^*_{TS}[\langle S, T' \rangle] \land \text{INV}[T] \land \text{INV}[T'] \Rightarrow T = T')$.

Example. Our TGG is deterministic because its rules are deterministic.

Functional: $TS$ is functional if it is total and deterministic.

Formula: $\text{Total}(TS) \land \text{Deterministic}(TS)$.

Example. Our specification is not functional because it is not total.

Exhaustive: $TS$ is exhaustive if each target model can be produced from some source model. This property is the reciprocal of property total.

Formula: $\forall T : \text{INV}[T] \Rightarrow \exists S : \text{SAT}^*_{TS}[\langle S, T \rangle] \land \text{INV}[S]$.

Example: Our TGG is exhaustive as each valid relational schema can be generated from some class diagram.

Injective: $TS$ is injective if each target model satisfies $TS$ together with just one single source model. This property is the reciprocal of deterministic.

Formula: $\forall T, S, S' : \text{INV}[T] \Rightarrow (\text{SAT}^*_{TS}[\langle S, T \rangle] \land \text{SAT}^*_{TS}[\langle S', T \rangle])$

$\text{INV}[S] \land \text{INV}[S'] \Rightarrow S = S'$.

Example: Our TGG is not injective as graphs $K$ and $L$ show.
**Bijective:** $T S$ is bijective if it is exhaustive and injective.

**Formula:** $\text{Exhaustive}(T S) \land \text{Injective}(T S)$.

**Example.** Our specification is not bijective because it is not injective.

All these properties can be encoded as UML/OCL consistency problems on the transformation model. For example, executability of the transformation is directly equivalent to the consistency problem, i.e. a transformation is executable iff its transformation model is satisfiable. As an example, Fig. 9 illustrates the verification of the executability property on our running example for QVT, using the tool UMLtoCSP [13] for UML/OCL model consistency. The tool automatically proves the property by finding a legal pair of source and target models satisfying the transformation model. Any other tool among those mentioned in Section 6.1 could be used instead.

![Figure 9: Verification of executability of the QVT transformation, using UMLtoCSP.](image)

To compute this result, we proceed in the following way. First, the transformation model is modelled using a UML CASE tool capable of exporting UML class diagrams in XMI format (XML Metadata Interchange), for example Argo UML. Then, the OCL transformation invariants are written in a text file. Both the XMI file and the text file are provided as the input to the UMLtoCSP tool. Next, UMLtoCSP requires the selection of the property that will be verified on the UML/OCL class diagram. In the case of executability, we are interested in checking whether there is a pair of source and target models which satisfy all meta-model and transformation invariants. Furthermore, we are probably interested in non-empty source and target models.

---

models. This property, i.e. ensuring that there exists a non-empty instance satisfying all the invariants of the model, is called \textit{weak satisfiability} of the class diagram [13]. Weak satisfiability can be proved by computing an instance of the model which satisfies all the invariants, e.g. an example of the property. Given the input model and the invariants, the tool UMLtoCSP is able to find this legal instance (both the source and target models) automatically without any user intervention. The output provided by UMLtoCSP is a graphical representation of the instance expressed as a UML object diagram like that of Figure 9.

Other verification properties have to be decomposed into two or more consistency problems affecting either only the source model, only the target model, or the entire transformation model. For example, we can prove that a transformation is not total if we find a counterexample, i.e. a legal instance of the source model with no corresponding instance in the target model. To find the counterexample, first we generate a legal instance $x$ of the source model. Then, we check if the entire transformation model is consistent when an additional invariant is added: the source model must be instantiated to $x$. If it is inconsistent, we have found our counterexample, otherwise, we keep generating new instances for $x$ until we find our counterexample or we conclude no counterexample exists. A similar procedure can be used to check the other properties.

If we are using a bounded verification tool like UMLtoCSP to generate legal instances, the search for counterexamples is limited to a bounded space. The designer defines this space by establishing the set of possible values for attributes and upper bounds to the number of objects and links to be considered. Bounding the search space ensures that the approach terminates (the tool always provides some answer) but as a consequence it becomes \textit{incomplete} (when no counterexample is found, the result is inconclusive: there may be a counterexample outside the bounded search space). An advantage of this approach is that there is no restriction on the constructs and operators that can be used in meta-model invariants and attribute conditions. For example, an attribute condition of a rule might require factoring a number into its list of prime factors. This type of complex attribute conditions is supported by UMLtoCSP, even though its analysis might be inefficient. UMLtoCSP does not reason on the invariants or attribute conditions directly: instead, it attempts to build an instance which satisfies all the invariants and attribute conditions. In the worst case, finding this instance might require trying all possible values for attributes in the transformation model and checking the
invariants and attribute conditions for each of them.

On the other hand, there are other UML/OCL verification approaches which are complete, like the theorem prover HOL-OCL [10], but may not terminate so they may require user assistance to complete proofs. As discussed in Section 6.1, designers can select the tool which better fits their needs according to this (and other) trade-offs.

6.3. Validation of Model-to-Model Transformations

Validation tools clarify the question “is this the right transformation?” by allowing designers to test if the transformation behaves as expected.

Intuitively, the validation of a transformation consists in exercising the transformation in several scenarios and comparing the result with the expected outcome. Contrary to many verification approaches, validation cannot be fully automated: at some point, the intervention of the designer may be required to select relevant scenarios, to define the expected outcome or to compare between the real and expected results. However tools can provide support to designers during the validation process. In this section, we illustrate how the transformation model can be used to validate a transformation and the degree of tool support that can be achieved.

The most basic level of validation for transformations is the ability to “execute” the transformation in one direction: given a source (target) model provided by the designer, generate the corresponding target (source) model. At this level, we consider that the designer inspects the result himself and determines whether it is correct or not. This execution is not trivial because declarative transformations define what is the target model corresponding to a source model, without focusing on how it is computed. Some relevant information like the order in which individual transformation rules should be applied is generally omitted.

Thanks to the extracted invariants, it is possible to provide partial support to the execution of transformations without converting them into an imperative form beforehand. However, in order to execute the transformation, all the implicit information has to be completed by an execution engine. This means that the execution engine (i) spends execution time deciding how the computation will be performed and (ii) may follow unsuccessful branches of computation which require backtracks. Therefore, the execution of declarative transformations may be inefficient compared to the execution of imperative transformations.
Anyhow, we can use a UML/OCL consistency checking tool as our execution engine. It can find an instance of the transformation model satisfying the source and target meta-model well-formedness rules, plus the transformation invariants, plus an additional constraint: that the instantiated source model is equal to the one provided by the designer. This way, we obtain a legal instantiation of the transformation model containing the initial source model plus a valid corresponding target model.

The input model can be described as an OCL invariant that restricts the possible set of legal instances to just one, the corresponding to that specific model provided by the designer. For instance, if the designer wants to execute our transformation example using a source model with a single package called “Education” and no classes, our validation process would generate this additional invariant:

\begin{verbatim}
context Package inv:
  Package::allInstances() ->size() = 1 and Class::allInstances() ->isEmpty() and
  Package::allInstances() ->exists ( p | p.name = “Education”)
\end{verbatim}

This invariant is passed to the solver along with the rest of invariants of the transformation model. Note that with this alternative, current tools do not need to be extended to cope with the automatic execution of model transformations. Computing an instance that satisfies both the source model invariant and the transformation invariants will yield the corresponding target model automatically. In a similar way, designers can check which source model/s would generate a specific target model.

A second validation level is the ability to transform partially specified models. For instance, in our running example a designer might want to know whether it is possible to generate a table with three columns without having to fully define an example model, a tedious and time-consuming task [40]. To help in this matter, we can use a similar approach to the one presented so far, but using a weaker invariant to specify the designer-provided input model. In this case, the UML/OCL consistency solver is free to add new elements to the input source model when searching for a legal target model.

In addition, this validation process can be enriched to provide a description of the expected outcome of a transformation using an OCL expression. Like the input model, the outcome can be partially specified, e.g. “the target model should have at least two columns” or “the package should have as many classes as tables appear in the schema”. By adding the negation of this OCL expression as an invariant to our transformation model, any
instance found by the UML/OCL consistency solver becomes a counterexample: a scenario where the outcome of the transformation does not match the expected result.

For instance, a typical expected outcome of a transformation is that both source and target models satisfy the meta-model invariants. In order to validate the transformation in the forward direction, we would modify the transformation model by negating the invariants of the target meta-model: if the target meta-model has invariants $inv_1$, ..., $inv_N$ we would instead impose the invariant $\neg(\neg inv_1 \land \ldots \land \neg inv_N)$. Any instance satisfying the transformation invariants and this new target meta-model invariant would be an example of transformation on an input model producing an incorrect target model. In our running example, this technique would attempt to compute a target model where column names are not unique within the scope of one table (the negation of the OCL constraints in Fig. 2). Using UMLtoCSP we have validated the transformation in this way to produce the counterexample from Fig. 10. Notice that the designer no longer needs to compare the real and expected outcomes, as the tool directly provides a counterexample if it can find one.

Another activity where tools can assist in the validation process is in selecting relevant scenarios. In software systems, non-trivial errors usually appear in corner cases which were not properly considered. In the context of M2M transformations, it makes sense to consider validation scenarios which stress the relationship between the different rules (TGG) or relations (QVT) of a transformation. For example, it might be interesting to consider scenarios where one rule is not enabled for some reason, e.g. a RDBMS model with one schema and no tables (so only Package-Schema is enabled) or a UML model without inheritance (so ChClass-Table is not enabled). This method can be used as a heuristic to generate potentially “interesting” scenarios which the designer can review to select the significant ones.

Using the transformation invariants and a tool like UMLtoCSP, it is possible to automate the generation of such relevant scenarios. Given a set of $N$ invariants, first we compute instances that satisfy all transformation invariants, but where rule 1 is not enabled. To this end, two additional invariants are added to the transformation model: one in the source model ensuring that the model is not source-enabled and similarly for target-enabledness. The structure of these new invariants is very similar to that of the transformation invariants, but instead of enforcing the mapping whenever the rule is enabled, they require the rule to be disabled:
Figure 10: Scenario proving that the TGG transformation is not total, i.e. the source model cannot be transformed into a valid target model (in the target RDBMS model, column names are not unique which violates the meta-model constraints).

\[
\text{Transformation: } \forall X : \text{if } p\text{-enabled}(X) \text{ then } \exists Y : p\text{-mapping}(X,Y) \text{ endif}
\]

\[
\text{New invariant: } \forall X : \text{not } p\text{-enabled}(X)
\]

Similarly, we would proceed for the rest of the \(N\) rules, one by one. Then, all these scenarios can be presented to the designer, who decides which ones should be validated. As an example, Fig. 11 shows some relevant scenarios generated automatically using UMLtoCSP. Notice how they depict interesting corner cases from the point of view of the validation of the transformation: the empty model (1), an empty package/schema (2), a non-persistent class without attributes (3), a non-persistent class with attributes (4), a hierarchy of non-persistent classes (5) and a package with classes but no inheritance hierarchies (6). Some of them are generated multiple times when we consider different rules, e.g. no rule is source-enabled in the empty model. The same approach can be applied to QVT transformations, focusing on relations instead of rules.
Figure 11: Sample TGG validation scenarios generated automatically, where the following rules are not source-enabled: Package-Schema (scenario 1), Class-Table (scenarios 1-5), ChClass-Table (scenarios 1-6) and Attribute-Column (scenarios 1-5).
Figure 12: Sample QVT validation scenarios generated automatically, where a rule is applied exactly once: Package-Schema (scenarios 1-3), Class-Table (scenario 2), ChClass-Table (scenario 3), Attribute-Column (scenarios 2-3).

This is just one heuristic which can be used to identify interesting corner cases of the transformation, but other heuristics may be used to guide the generation of scenarios. For instance, it is possible to modify the OCL invariants in order to compute instances where a rule can only be applied once. The change consists in changing the quantifiers in the invariant, from forAll and exists to one, which enforces that the rule is only applied once. If the previous heuristic was aimed towards the generation of extreme cases of the transformation, this one computes the base cases, e.g., models with a single table, with a single package, with a single attribute, with a single inheritance relationship, etc. Fig. 12 depicts some sample scenarios generated with this heuristic in the QVT transformation (again, the same heuristic can be applied to TGGs by considering rules instead of relations). These scenarios highlight, for instance, that a model having tables without columns is not valid according to the meta-model invariants.

Notice that these strategies are just heuristics: there may be other interesting scenarios which are not generated using these heuristics and the tool may generate “redundant” scenarios for a given rule or relation. For
instance, once we have validated the transformation of a package with three classes, the tool may suggest the validation of a package with four classes. In this sense, user intervention is still required to select interesting scenarios from the ones generated by a tool.

These automatically generated scenarios can be used in two ways. First, generating the scenarios as instances of the transformation model yields both the source of the target of the transformation. The designer can review the outcome of the transformation manually and validate that it meets his expectations. On the other hand, we can consider only the source (or the target) model of the scenario. The designer can then describe the corresponding target for that source using an invariant and rely on the tool to assess the behavior of the transformation. This second approach can be useful, for instance, if the models are too large to be reviewed by hand or if the transformation is not deterministic and there may be several possible targets for each source.

In short, combining the different techniques from this subsection, we propose the validation flow presented in Fig. 13. First, the tool suggests some validation scenarios to the designer, who selects some of them and either (a) reviews them manually or (b) defines the expected outcome using OCL invariants. Then, the tool attempts to find counterexamples which do not match the designer intent. Even though complete automation cannot be achieved, this validation flow provides tool support through all the validation steps: selection of scenarios, expressing the designer’s intentions and identifying scenarios which do not correspond to these goals.

Figure 13: Validation flow for M2M transformations using any UML/OCL analysis tool.

Any of the tools presented in Section 6.1 can be used to perform activities
1 and 4 in this validation flow. The only requirements for such tools are being able to receive a UML/OCL model as input in some format and to check the consistency of that model. Activity 1 requires checking the consistency of a transformation model where invariants have been modified according to one of the three heuristics presented in this section: (a) failure of a meta-model invariant, (b) a rule is not enabled and (c) a rule is enabled exactly once. Then, activity 4 checks the consistency of the transformation model plus an invariant modelling the source model (defined by the designer in step 2) and an invariant modelling the expected output (the product of step 3). Thus, in activities 1 and 4, the role of the designer is providing the meta-models and invariants in a suitable input format for that tool and using the consistency checking command of the UML/OCL analysis tools.

6.4. Experimental results

In this section, we discuss the experimental results for the examples described in this paper, using the tool UMLtoCSP to perform the analysis of the transformation model.

Three uses of the OCL invariants will be considered: (a) the execution of the transformation source-to-target from a given source model or target-to-source from a given target; (b) the verification of a property defined in Section 6.2; and (c) the validation of the transformation using the heuristics from Section 6.3. Table 1 displays the execution time for each of the examples used in the paper. These results have been measured on an Intel Core 2 Duo 2.53 Ghz with 2 Gb RAM. The examples in Figure 14 have been used to illustrate the execution of source-to-target and target-to-source transformations.

UMLtoCSP is a bounded verification tool and the results have been computed within a bounded search space: each class of the model can be populated with at most two objects, and each attribute has a domain with at most three distinct values. It is important to establish what the search space is because it has a large impact in the verification time: the solver used by UMLtoCSP is backtracking-based, so increasing the search space may cause an exponential blowup in the worst-case execution time. However, a helpful observation that alleviates this problem in bounded verification tools is the “small scope hypothesis” [23], i.e. a large proportion of errors in a system can be identified by considering only instances within a small scope.

In the analysis performed by UMLtoCSP, the critical resource from a complexity point of view is execution time: memory usage is not a concern. This happens because, during the search, the solver only stores in memory
Figure 14: Sample models used to test the execution of the transformation source-to-target and target-to-source.
the system of constraints and one instance of the transformation model (the candidate solution). The number of constraints is linear in terms of the size of the OCL invariants, where by “size” we mean “number of nodes of the abstract syntax tree”. Moreover, before the size of the instance can become a problem (i.e. being too large to fit into physical memory), execution time would become a major issue, as the solver would have to check all smaller instances previously.

7. Related Work

The term transformation model was coined in [7] where the authors describe its benefits in terms of the uniformity and completeness of the transformation definition, its executability and its direction freeness. The work of

Table 1: Experimental results for the examples used in this paper.
[1] presents a similar approach based on the mathematical concept of relation between source and target models. In both works, transformation models are supposed to be manually specified by the designers. Our work can be seen as a continuation of these approaches, as we derive transformation models automatically from declarative M2M transformations, and show the feasibility of such transformation models and which kinds of analysis can be done, in particular by using a constraint solver.

With respect to the analysis of transformations, our work offers new verification techniques. Current analysis techniques (especially for graph transformations [11, 22, 31, 38]) were developed for standard operational rules aimed to in-place transformations, and not for declarative TGG rules aimed at M2M transformation. Although some of these techniques can be adapted to operational TGG rules, declarative TGG rules cannot be analysed with them. Besides, our method opens the door to the verification of QVT-Relational transformations. Other related approaches, such as [49], characterize properties like stability or preservation of the underlying operational mechanism. In our case, we focus on properties of the declarative specification. In [41] the author states some requirements to determine whether a QVT-Relational transformation is bidirectional (though not necessarily bijective) but does not discuss other properties nor provides a method to automatically check bidirectionality of a given transformation. A similar work for TGG rules is described in [16].

In [35], the authors present a technique for specifying and verifying special kinds of transformations based on OCL and techniques similar to constraint solving. However, this only works for transformations that express refinements of UML class diagrams (like object decomposition or operation refinement), and hence it cannot be used with general M2M transformations.

It is also worth mentioning the approach of [24], which has been implemented in the FORMULA tool. Their approach is based on concepts from algebraic specification and logic programming. Transformations are defined by a source and a target signature, and a set of formulas, expressing the transformation constraints. The FORMULA tool implements a model finding procedure that combines abduction and techniques from SAT Modulo Theories. Hence, they can formalize for example whether a transformation is structure preserving. Except for the OCL support, we believe that such tool could be used to implement some of the analysis techniques we have presented in this paper, especially those for validation.

Our analysis approach, consisting in the translation of the M2M transfor-
mation to a formal domain is similar to other approaches: [3, 5] transform the rules into Alloy, [4] translates them into Petri graphs, and [44] into Promela for model-checking. However, again, these approaches are targeted to operational rules and/or present limitations with respect to the expressivity of the meta-models (e.g. specification of well-formedness rules as part of the meta-models definition is not allowed) and the input transformation language. In [37], we presented an approach to model-check in-place rule-based transformation based on their transformation into Maude. Again, note that this approach was for in-place transformations and that we did not take integrity constraints into account.

The emphasis of MDD in model transformation is revealing an urgent need to develop validation and verification techniques especially tailored for M2M transformations. For example, the work in [48] analyses meta-model coverage (i.e. which parts of the source/target model are not transformed) similar to our analysis of total/surjective transformations. In [32] the authors present a method to check whether the semantics of the input model is preserved in the output model of a transformation. That is, they do not try to prove the correctness of the transformation but check if the output and input model are similar in behaviour. In [18] a method is proposed to check semantical equivalence between the initial model and the generated code. In [45], the authors verify transformation correctness with respect to semantic properties by model checking the transition system of the source and target models. Hence, the approach is fully automatic, but the verification has to be done for each input model. Our techniques do not automate behaviour conformance checking, but rely on user intervention to do so.

Even though our work is not especially targeted to testing, it is also worth mentioning that there are some works aimed at developing frameworks for transformation testing [9, 30]. For example, in [9] an algorithm is presented which takes as input the meta-model of the source language and fragments of input models, and it generates appropriate source test models. In addition, our heuristics take into account the invariants extracted from the transformation, which we think can provide more suitable test models for the specific transformation under validation.

Overall, we believe that our work can be regarded as a complementary contribution to the model transformation community effort.
8. Conclusions and Future Work

We have presented a new method for the analysis of declarative M2M transformations based on the automatic extraction of OCL invariants implicit in the transformation definition. These invariants together with the definition of the source and target meta-models comprise a transformation model. Since this transformation model can be regarded as a standard UML/OCL class diagram, it can be processed with all kinds of methods and tools designed for managing class diagrams, spawning from direct application execution, to verification/validation analysis, to metrics measurement and to automatic code generation. The obtained results can then be interpreted in terms of the original transformation specification.

In particular, we have formalized a number of verification properties, both at the rule and transformation levels, and shown how the transformation model can be effectively used for its verification using our UMLtoCSP tool. This approach has the advantage that the M2M specification does not need to be operationalized for its analysis or execution. We have also presented some validation heuristics, proposed a validation process and showed how UMLtoCSP can be used to partially automate this validation process.

In this paper we have focused on TGG and QVT declarative transformations but we believe it is feasible to extend our method to cope with other similar transformation languages as ATL [25] or Tefkat [28]. Note that in this way the extraction of invariants may also serve as a means for the integration of different declarative M2M transformation languages at the lower level.

In our future work, we will evaluate techniques to improve performance in the verification of complex transformations. We are also interested in developing and adapting new techniques for transformation models that help us to perform an incremental execution of the model transformation (the analysis of the invariants helps to detect the rules that need to be reexecuted after changes on the model [14]) and to detect and resolve inconsistencies due to simultaneous changes to both models. Finally, we plan to improve our validation process by extending our list of heuristics for snapshot generation, reusing some ideas from the more mature area of test generation in object-oriented programming [8, 46].
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Appendix

A. TGG

The invariants generated from Package-Schema are the following.

<table>
<thead>
<tr>
<th>context</th>
<th>Package inv Package-Schema:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>if self.Package-Schema-enabled() then</td>
</tr>
<tr>
<td></td>
<td>Schema :: allInstances() -&gt; exists(s)</td>
</tr>
<tr>
<td></td>
<td>P2S :: allInstances() -&gt; exists(m)</td>
</tr>
<tr>
<td></td>
<td>m.Package-Schema-mapping(self, s)) endif</td>
</tr>
</tbody>
</table>

| context | Package::Package-Schema-enabled() body: true |

<table>
<thead>
<tr>
<th>context</th>
<th>P2S inv Package-Schema:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Package :: allInstances() -&gt; exists(p)</td>
</tr>
<tr>
<td></td>
<td>Schema :: allInstances() -&gt; exists(s)</td>
</tr>
<tr>
<td></td>
<td>self.Package-Schema-mapping(p, s))</td>
</tr>
</tbody>
</table>

| context | P2S::Package-Schema-mapping(p:Package, s:Schema) body: p.name = s.name and self.package = p and self.schema = s |

<table>
<thead>
<tr>
<th>context</th>
<th>Schema inv Package-Schema:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>if self.Package-Schema-enabled() then</td>
</tr>
<tr>
<td></td>
<td>Package :: allInstances() -&gt; exists(p)</td>
</tr>
<tr>
<td></td>
<td>P2S :: allInstances() -&gt; exists(m)</td>
</tr>
<tr>
<td></td>
<td>m.Package-Schema-mapping(p, self)) endif</td>
</tr>
</tbody>
</table>

| context | Schema::Package-Schema-enabled() body: true |
Note that the \texttt{p-enabled} operations for this rule simply return \texttt{true} since as long as a package (resp. schema) exists, the rule is enabled. The invariants generated from \texttt{ChClass-Table} are the following.

\begin{verbatim}
context Class inv ChClass-Table:
  Package :: allInstances() ->forall(p)
  Class :: allInstances() ->forall(c)
  CT :: allInstances() ->forall(m1)
  Table :: allInstances() ->forall(t)
  if self.ChClass-Table-enabled(p, c, m1, t) then
    C2TCh :: allInstances() ->exists(m2)
    m2.ChClass-Table-mapping(p, c, m1, t, self) endif)

context Class::ChClass-Table-enabled(p:Package, c:Class, m1:CT, t:Table)
body: self.parent = c and self.package = p and c.package = p and m1.class = c and m1.table = t

context C2TCh inv ChClass-Table:
  Package :: allInstances() ->exists(p)
  Class :: allInstances() ->exists(c)
  CT :: allInstances() ->exists(m1)
  Table :: allInstances() ->exists(t)
  Class :: allInstances() ->exists(ch)
  c.package = p and m1.class = c and m1.table = t and self.ChClass-Table-mapping(p, c, m1, t, ch)

context C2TCh::ChClass-Table-mapping(p:Package, c:Class, m1:CT, t:Table, ch:Class)
body: self.class = ch and self.table = t and ch.parent = c and ch.package = p

context Table inv ChClass-Table:
  Package :: allInstances() ->forall(p)
  Class :: allInstances() ->forall(c)
  CT :: allInstances() ->forall(m1)
  if self.ChClass-Table-enabled(p, c, m1) then
    C2TCh :: allInstances() ->exists(m2)
    Class :: allInstances() ->exists(ch)
    m2.ChClass-Table-mapping(p, c, m1, self, ch)) endif)

context Table::ChClass-Table-enabled(p:Package, c:Class, m1:CT)
body: c.package = p and m1.class = c and m1.table = self
\end{verbatim}

The invariants generated from \texttt{Attribute-Column} are the following.
The invariants generated from Package-Schema are the following.

B. QVT

The invariants generated from Package-Schema are the following.
The invariants generated from **ChClass-Table** are the following.

```plaintext
context Package inv Package-Schema:
  if (self.Package-Schema-enabled()) then
    Schema :: allInstances() -> exists(s | self.Package-Schema-mapping(s)) endif

context Package::Package-Schema-enabled()
  body: true

context Package::Package-Schema-mapping(s:Schema)
  body: self.name = s.name

context Schema inv Package-Schema:
  if (self.Package-Schema-enabled()) then
    Package :: allInstances() -> exists(p | self.Package-Schema-mapping(p)) endif

context Schema::Package-Schema-enabled()
  body: true

context Schema::Package-Schema-mapping(p:Package)
  body: self.name = p.name
```

The invariants generated from **Attribute-Column** are the following.

```plaintext
context Class::ChClass-Table(t:Table)
  body: Class :: allInstances() -> forAll(c1 | if (self.ChClass-Table-enabled(c1, t)) then self.ChClass-Table-mapping(c1, t) endif)

context Class::ChClass-Table-enabled(c1:Class, t:Table)
  body: self.child -> includes(c1)

context Class::ChClass-Table-mapping(c1:Class, t:Table)
  body: c1.Attribute-Column(t) and c1.ChClass-Table(t)

context Table::ChClass-Table(c:Class)
  body: if (self.ChClass-Table-enabled(c)) then
    Class :: allInstances() -> exists(c1 | self.ChClass-Table-mapping(c, c1) endif)

context Table::ChClass-Table-enabled(c:Class)
  body: true

context Table::ChClass-Table-mapping(c:Class, c1:Class)
  body: .child -> includes(c1) and self.Attribute-Column(c1) and self.ChClass-Table(c1)
```

The invariants generated from **Attribute-Column** are the following.
context Class::Attribute-Column(t:Table)
body: Attribute :: allInstances() -> forall(a |
        if (self.Attribute-Column-enabled(a, t)) then 
        Column :: allInstances() -> exists(co |
        self.Attribute-Column-mapping(a, t, co)) endif)

context Class::Attribute-Column-enabled(a:Attribute, t:Table)
body: self.attribute -> includes(a)

context Class::Attribute-Column-mapping(a:Attribute, t:Table, co:Column)
body: co.name = a.name and t.column -> includes(co)

context Table::Attribute-Column(c:Class)
body: Column :: allInstances() -> forall(co |
        if (self.Attribute-Column-enabled(a, co)) then 
        Attribute :: allInstances() -> exists(a |
        self.Attribute-Column-mapping(c, a, co)) endif)

context Table::Attribute-Column-enabled(a:Attribute, co:Column)
body: self.column -> includes(co)

context Table::Attribute-Column-mapping(c:Class, a:Attribute, co:Column)
body: co.name = a.name and c.attribute -> includes(a)