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Abstract

We are witnessing an increasing interest in building recommender systems (RSs) for all sorts of Software Engineering activities. Modelling is no exception to this trend, as modelling environments are being enriched with RSs that help building models by providing recommendations based on previous solutions to similar problems in the same domain. However, building a RS from scratch requires considerable effort and specialized knowledge.

To alleviate this problem, we propose an automated approach to the generation of RSs for modelling languages. Our approach is model-based, and we provide a domain-specific language called Droid to configure every aspect of the RS (like the type and features of the recommended items, the recommendation method, and the evaluation metrics). The RS so configured can be deployed as a service, and we offer out-of-the-box integration of this service with the EMF tree editor. To assess the usefulness of our proposal, we present a case study on the integration of a generated RS with a modelling chatbot, and report on an offline experiment measuring the precision and completeness of the recommendations.

CCS Concepts: • Software and its engineering → Software notations and tools; Designing software; • Information systems → Information retrieval.
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1 Introduction

Modelling plays a fundamental role in Software Engineering, especially in model-driven engineering (MDE) [9]. In this paradigm, models are actively used in the different development phases to specify, analyse, design, simulate and test the system to be built, among other activities.

Modelling is performed using modelling languages which can be general-purpose ones, like the Unified Modelling Language (UML) [56], or domain-specific languages (DSLs) tailored to a target domain [27, 58]. Today, sophisticated development environments and powerful language work-benches are the norm. However, modelling remains mostly a manual activity, which often does not profit from knowledge found in existing models, or the experience of engineers working on similar domains.

Recommender systems (RSs) [1] are information filtering systems that help users in choosing among a potentially large set of items (e.g., movies, songs or books). They aim at predicting the preferences of users to offer a prioritised list of potentially interesting items. They are widely used in all sorts of commercial and leisure applications, and their use in software engineering activities is increasing as well [46]. This way, we can find RSs that help in choosing appropriate third-party programming libraries [38, 55], recommend API method invocations [37], suggest code refactorings [13, 22], and assist on the evaluation of change impact analysis [8], to name a few. Recently, we are also witnessing an incipient interest to apply RSs to modelling (see, e.g., [2, 5, 10, 12, 15, 20, 23, 31, 34, 35]); however, their use in MDE is not the norm yet. One possible reason is that building RSs requires deep expertise in recommendation techniques, and involves an important development effort [4, 36].

With the aim to facilitate the adoption of RSs in MDE, we propose a model-driven solution to automate the synthesis of RSs for modelling languages. Based on the vision put forward in [3], our solution consists of a DSL called Droid supporting
the configuration of the kind of model elements to be recommended, and an engine that automates the evaluation of different recommendation methods against configurable metrics. The selected recommendation method is deployed as a service, which heterogeneous modelling clients can integrate. Currently, we provide an automated, out-of-the-box integration with the tree editor of the Eclipse Modeling Framework (EMF) [53], but additionally, the generated recommenders can be integrated with other modelling technologies. To assess this fact, we describe a case study of the integration of a recommender with a third-party modelling chatbot called Socio [42]. Finally, to assess the usefulness of our proposal, we report on an offline evaluation of a RS created with our approach over UML models. The experiment results are in line with RSs specifically created for class diagrams [10], but our approach does not require any programming.

**Paper organization.** Section 2 provides background on RSs. Section 3 overviews our approach, and Section 4 presents the Droid DSL. Section 5 details the technical architecture and tool support. Section 6 presents a case study incorporating a RS to a modelling chatbot, and an offline evaluation. Section 7 compares with related research, and Section 8 ends with the conclusions and future work.

## 2 Recommender Systems

Recommender systems have become a key component of a large and varied number of software applications. Nowadays, everyone is exposed to recommendation services on music (e.g., Spotify, Pandora) and video (e.g., Netflix, YouTube) streaming platforms, e-commerce sites (e.g., Amazon, eBay), and social networks (e.g., Facebook, Twitter), among others.

Common to all these applications, RSs analyse the activity of a typically very large group of users to provide them with personalised suggestions of options (items), based on the evidence observed about their interests and preferences. In this context, they provide advantages both for the users – whose experience is improved by receiving ideas about content to consume or products to buy – and the service providers – by promoting increased sales and customer loyalty, as customers are able to discover content or products that they would not have known otherwise.

In Software Engineering in general [21], and MDE in particular [4], RSs have also found a wide array of applications. Integrated in software design and development tools, recommendation services can assist on the creation [43], completion [2, 20], repair [6, 41, 50], search [35], and reuse [54] of artefacts, e.g., models, meta-models and transformations.

In these cases, the target user for whom recommendations are generated and her preferences (or profiles) may have special meanings. For instance, it may refer to a class in a UML diagram for a recommender that is devoted to suggesting potential attributes and methods of interest for incomplete classes; the recommended items or artefacts are thus class attributes and methods, and the preferences and features that describe users and items can be the names and types of class attributes, methods and method arguments.

In general, the recommendations are generated based on content-based similarities between users and items [33], user-item preference (rating) patterns identified in the user community via collaborative filtering techniques [39], or both sources of information via hybridisation methods [11]. Content-based (CB) systems suggest items “similar” to those the target user preferred in the past, whereas collaborative filtering (CF) systems suggest items preferred by like-minded people. Moreover, CF approaches can consider either the similarities of the $k$ most similar users – known as nearest neighbours – to the target user (UBCF), or the similarities of the $k$ most similar items (IBCF) to the target user’s items. Finally, typical hybrid approaches follow user- or item-based CF strategies exploiting content-based similarities (CBUB or CBIB) instead of rating-based similarities as CF does.

The quality of the recommendations can also be evaluated through different approaches [24]. User studies allow evaluating a recommender online, e.g., via A/B tests that capture the impact that recommendations have in real time. Offline experiments, by contrast, are conducted on datasets made of past user-item interactions, and are split into training and test data to build and evaluate a recommender, respectively. For both types of evaluations – online and offline – several metrics can be computed [7]. Typical metrics that measure the ranking quality of the recommendation lists are precision, i.e., the probability that a selected item is relevant; recall, i.e., the percentage of relevant items in the recommendation lists; $F_1$, i.e., the harmonic mean of precision and recall; MAP (Mean Average Precision), i.e., the mean average precision over all the users; and nDCG (Normalized Discounted Cumulative Gain), which considers if the most useful items appear in the top positions of the recommendation lists. Other complementary metrics are USC (User Space Coverage), which measures the percentage of users that the RS can recommend, and ISC (Item Space Coverage), which measures the diversity of the recommendations.

As we will present in the subsequent sections, our model-based approach to automatically generate RSs allows configuring all the above-mentioned aspects: recommendation methods, target user and item profiles, and offline evaluation methodologies and metrics (cf. Listing 1).

## 3 Overview of the Approach

To facilitate the construction of RSs for arbitrary modelling languages, we propose a model-based solution whose scheme is depicted in Fig. 1. Our solution permits customising a RS for a particular modelling language, assists in deciding which recommendation method works better for the recommendation task at hand, and generates a recommendation service that can be integrated with external modelling tools.
Our approach makes available a DSL called Droid to configure the RS for the targeted modelling language. The approach assumes that the modelling language is defined by a meta-model. This way, in the first step, the designer of the RS uses Droid to select from the modelling language meta-model the elements that are to be recommended (e.g., attributes for a class, tasks for a process model). The DSL also permits specifying the candidate recommendation methods, the dataset used to train the recommenders, and the evaluation metrics used to rank the built recommenders. Section 4 will present Droid in detail.

Next, in the second step, our system automatically evaluates each selected recommendation method against the indicated metrics, using the provided dataset. The result is an interactive report with the value of each metric for the recommendation methods.

In the last step, the RS designer chooses a recommendation method, and the system automatically synthesizes a RS service that can be integrated within different modelling tools. Currently, our system provides full automatic support for deploying the RS within the Eclipse modelling tree editor [53], but other modelling clients are possible as well. Sections 5.4 and 6.2 will provide details on this out-of-the-box client integration, and others.

4 The Droid DSL

Droid is a textual DSL for the configuration of RSs for particular modelling languages. Fig. 2 shows its meta-model, which permits detailing the following aspects of a RS:

(i) The URI of the meta-model of the modelling language, and the repository containing the instance models to be used for training the RS. In Fig. 2, this is captured by the class RecommenderConfiguration and its attributes.

(ii) The class subject to recommendations, called target (class DomainClass and reference RecommenderConfiguration.target). The items to be recommended (class DomainProperty, its subclasses and reference DomainClass.items).

(iii) The way the objects of the target class and the items are identified in the models (references DomainClass.pk and DomainClass.features).

(iv) The information about the candidate recommendation methods for the RS, and the metrics used to compare them. This is specified through the classes RecommendationMethod, SplitMethod and EvaluationMethod.

To illustrate Droid, we will use an example consisting of the configuration of a RS for UML class modelling. The RS will recommend attributes, operations and superclasses for a given class. Listing 1 shows its configuration using Droid.

In Listing 1, line 1 specifies the name of the recommender; line 2 specifies the meta-model that the RS will use (in this case, the meta-model of UML 2.0 class diagrams); and line 3 specifies the repository of models to be used to train and evaluate the selected candidate recommendation methods. The latter models need to conform to the specified meta-model. Since in our example, the training models are UML class models in the domain of libraries, the recommender is named “Literature Recommender.”

Fig. 3 shows a small, simplified excerpt of the UML meta-model needed for our example: Classes, which contain both attributes (class Property) and Operations, and relate to their ancestors using the superClass derived reference.

The section “Target” in Listing 1 (lines 5–11) declares the target class of the recommendation and its relevant items. This way, the synthesised RS will provide recommendations for each declared item when invoked on objects of the target class. Line 6 specifies that the class Class is the recommendation target, and lines 7–9 specify three types of items to recommend: attributes, methods and superclasses. Each item has a name (displayed to the user when the recommendation is performed), and the attributes or references leading from the target class to the items (in the example, ownedAttribute, ownedOperation and superClass, cf. Fig. 3). The meta-model of Droid also permits specifying derived properties via OCL.
The section “Identifiers” in lines 13–28 declares the identifiers and features of the involved classes. In our example, Classes are described by their name (line 15), which is their primary key (prefix pk), while Properties and Operations are identified by their name and type. The type of the latter is Type (cf. Fig. 3), and so, lines 25–27 declare its identifier.

The last section is “Recommendations”, in lines 30–48. This enables the configuration of recommendation methods for the RS, and the way to evaluate them. This information is optional, since Droid provides default values in case the RS designer does not have the required expertise or is not interested in a fine-grained configuration of the evaluation process (see, e.g., the default values of class SplitMethod in Fig. 2). The section has three subsections: “Methods”, “Split” and “Evaluation” (classes RecommendationMethod, SplitMethod and EvaluationMethod in Fig. 2).

First, the subsection “Methods” (lines 31–36) specifies the recommendation methods that the designer wants to experiment with to determine the best one for the case at hand. Lines 32–33 select the collaborative filtering methods ItemPOP (item popularity), IBCF (item-based collaborative filtering), and UBCF (user-based collaborative filtering). The latter two are configured with neighbourhood sizes of 10, 15, 20, 25, 50 and 100. Next, line 34 specifies the content-based method CosineCB (pure content-based method), and line 35 selects the hybrid methods CBIB (content-based item-based) and CBUB (content-based user-based) with neighbourhood sizes of 10, 15, 20, 25, 50 and 100. Overall, these are the six recommendation methods currently supported by Droid (cf. enumeration MethodType in Fig. 2).

The subsection “Split” (lines 37–41) specifies how to divide the dataset for the evaluation of the recommendation methods. The listing defines a 10-fold cross-validation split type, following a perUser technique. The split type refers to the approach to divide the data into training and test sets. Cross-validation divides the data into k subsets, one used for test and the rest for training, and repeats the process assigning in each iteration the role of test set to each one of the k subsets. Droid also supports random split, in which case, the percentage of data used for training/test must be given, and the sampling for the test/training sets is done randomly with a uniform distribution [45]. Splits can be built using either a perUser or a perItem technique. In the former case, the subsets are built per available user, while with perItem, they are built by available item. For example, a perUser random split type with 80% training percentage implies that 80% of the preferences of each user (i.e., 80% of the attributes, methods and superclasses of each class) will be used as the training set, and the remainder 20% as the test set.

The last part of the listing (subsection “Evaluation” in lines 42–47) describes the evaluation protocol. This includes the desired metrics for the evaluation (Precision, Recall, F1, nDCCG, ISC, USC and MAP, cf. Section 2); the number of items in the top of the ranking that will be used to calculate the
metrics (cutoffs, line 44); the maximum number of items that the RS will recommend (maxRecommendations, line 45); and a threshold value for the rating of items used to determine whether an item is relevant and a good recommendation, or not (relevanceThreshold, line 46). This threshold defines a binary classification for the probability of a prediction to be true. In the listing, the relevance threshold of 0.5 implies that the rating values below 0.5 are considered false (irrelevant), and those equal to or above 0.5 are true (relevant).

5 Architecture and Tool Support

In this section, we introduce the architecture of Droid (Section 5.1), the tool support for RS design (Section 5.2), the generated recommendation service (Section 5.3), and the automatic integration with the EMF tree editors (Section 5.4).

5.1 Architecture

Fig. 4 shows the architecture of the Droid ecosystem, which comprises three parts. The first one is the Droid Configurator, which permits the configuration, evaluation and synthesis of RSs. The configurator provides an Eclipse textual editor for the DSL presented in Section 4, where the RS designer can configure the RS for a particular modelling language (label 1). The specified configuration is the input to the RS Evaluator (label 2), which relies on the external libraries RankSys [57] and RiVal [49] to evaluate the recommendation methods selected by the RS designer using Droid. RankSys is a framework for the implementation of recommendation algorithms, and RiVal is a toolkit for data splitting and evaluation of RSs. The results of each metric chosen by the RS designer are displayed in an Eclipse view (label 3). Section 5.2 will provide more details on the Droid Configurator.

Figure 4. Architecture of Droid.

Based on the obtained results, the RS designer can select the preferred recommendation method, and a RS Synthesizer generates a set of configuration files out of the selection and the RS configuration (label 4). The configuration files are used by the second part of our ecosystem, which is the Droid Service (label 5). This is a generic recommendation REST API that can be customised for particular modelling languages using the configuration files generated by the RS Synthesizer. The service enables clients to request recommendations using a JSON-based model representation. The service processes such requests and sends the recommendations as a response. Section 5.3 will elaborate on this service.

Finally, in the Client part, any modelling tool can use the Droid Service to obtain recommendations and make them available to the modelling language users (label 6). Currently, our tooling supports the automatic integration of the resulting RSs within the default tree editor that EMF provides for Ecore-based languages. In Section 6.2, we will show another integration within a modelling chatbot.

5.2 Tool support: The Droid configurator

The Droid Configurator (https://droid-dsl.github.io/) is an Eclipse plug-in that helps the RS designer in configuring and evaluating RSs for a modelling language.

It provides a wizard where the RS designer can create droid projects by specifying a name for the project, the meta-model of the language for which the RS is being developed, a folder containing the models to be used for training and evaluating the RS, and the format of these models (XML, Ecore, or UML). To simplify the RS configuration, the wizard gives the option to automatically generate a default one (i.e., default values for the “Recommendations” section in lines 30–48 of Listing 1), which the designer can modify later if so desired.

Fig. 5 shows the Droid Configurator environment. The Droid editor (label 1) permits the configuration of the RS via the DSL introduced in Section 4. The editor has been built using Xtext [59], and features syntax highlighting, autocompletion, and markers for errors and warnings. With label 2, the figure shows an auto-completion pop-up window to choose an existing attribute of the class Class from the UML meta-model, to serve as an item of the target class.

The environment includes a code generator that synthesizes Java code from the Droid specification. This code is in charge of evaluating the RSs. The package explorer in the figure (label 3) shows the generated Java classes in the src-gen folder. The RS designer does not need to look into this code, since the RS Evaluator component (cf. Fig. 4) automatically generates the code and displays the results in a dedicated Eclipse view (label 4).

The Results View (label 4) summarises in a drill-down table the evaluation results for each recommendation method and metric. The table uses different colours to facilitate the comparison of the metric values (specifically, of the values of the F1 metric). The recommendation methods whose F1 value is in the top 20% are shown in green; the methods whose F1 value is under the median are shown in red; and the rest of the methods are shown in orange.

Fig. 6 shows the Results View in more detail. The view groups the evaluated methods by category: Collaborative Filtering, Content-Based and Hybrid. Within a group, each method contains a subsection per neighbourhood size, if applicable. The rows corresponding to a group show the results of the method with the best F1 value within the group.
For example, row “Collaborative Filtering” shows the metrics of the collaborative filtering method with best $F_1$ value.

5.3 Tool support: The Droid service

We have built a generic recommender called DroidREST. It is a REST service implemented in Java using Jersey1 and Tomcat2. The service computes the recommendations based on the configuration files generated by the RS Synthesizer (cf. Fig. 4). These configuration files store the trained recommender that knows which items to suggest based on the context information. Hence, there is no need to deploy a different service for each RS defined with Droid.

Clients can make POST requests to the service, which receives a recommender name together with a JSON file containing the target object of the recommendation and its context (i.e., the items that the target contains). The response to the request is a list of recommended items for the given target, using the recommendation method selected by the designer. In addition, clients can pass optional parameters for specific settings, like the maximum number of recommended items to retrieve ($newMaxRec$), the threshold for the ranking value ($threshold$), and the type of item ($itemType$). The response time of the service to calculate the recommendations is less than a second.

The REST service implementation comprises three main classes: Recommender, which handles the requests from clients; ContextItem, which parses the received JSON files to extract the recommendation target and its items from the modelling context; and RecommenderGenerator, which generates the recommendations for the given target taking its context and the provided query parameters into account.

5.4 Tool support: Integration with EMF tree editor

EMF automates the synthesis of a default modelling editor starting from the Ecore meta-model of a modelling language. This editor permits creating instances of the meta-model using a tree view. Given the widespread use of these editors, our implementation generates out-of-the-box an integration of the Droid recommendation service into the default EMF tree editor of a modelling language. Next we explain the technical details of this client integration, and show an example.

In EMF, the generation of the default tree editors is automated by means of a model-to-text template language called Java Emitter Template (JET)3. JET supports the definition and execution of code generation templates from EMF models. This way, EMF provides a set of predefined JET templates that generate the Java code implementing the editor for a given Ecore meta-model. We have overwritten those templates to extend the generated tree editor with a “Recommender” pop-up menu on the objects that may be target of recommendations. This menu shows, for a selected object, the kinds of items that can be recommended. This information (i.e., the kinds of recommendation targets and items, see lines 5–11 in Listing 1) is not hard-coded in Java, but stored in a configuration file called recommender.properties. This permits building the “Recommender” menu dynamically upon clicking on an object, and facilitates the external evolution of the menu. Upon selecting a recommendation item kind for an object, a request is sent to the Droid service, passing

---

1https://eclipse-ee4j.github.io/jersey/
2http://tomcat.apache.org/
3https://projects.eclipse.org/projects/modeling.m2t.jet
the object, its context and the item type as parameters. The
response is a list of recommendations, which are displayed in
a table ordered by their relevance. The users can then select
recommendations and apply them to the current model.

As an example, next, we show the integration of a RS
specified with Droid, within the default tree editor generated
for a simple modelling language for object-oriented design.
The RS recommends attributes, methods and superclasses
for classes. We do not use the running example to illustrate
our client integration, since our approach requires starting
from an Ecore meta-model and generates the whole editor
from scratch, while the UML modelling editor has not been
created using the JET templates predefined in EMF. The main
concepts used in both examples are similar though.

Fig. 7 shows the use of the RS within the generated tree
editor. The package explorer (label 1) contains a project with
a model and the recommender.properties configuration file.
The model is being edited in the window to the right (label 2).
Right-clicking on any object of type Klass (label 3) shows the
“Recommender” pop-up menu (label 4). This menu contains
a submenu for each available kind of recommendation (in
this case, “Attributes”, “Methods” and “Superclasses”).

![Figure 7. Selecting the recommendation item kind](image)

The upper part of Fig. 8 shows the result of selecting the
submenu “Attributes” on a Klass named Customer. A list of
recommended attributes is presented to the user, including
their name, type and rating (i.e., trust on the recommen-
dation). When the user selects an attribute (“direction” in
the figure, label 1), this is automatically added to the Klass
Customer (label 2) and removed from the list.

![Figure 8. Selecting and applying a recommendation](image)

### 6 Evaluation

With the aim to check the usefulness of the recommendations
provided by Droid RSs, Section 6.1 reports on an offline
evaluation with UML class models. To assess the feasibility
of using DROID RSs outside Eclipse, Section 6.2 presents
a case study that integrates a DROID RS with a modelling
chatbot [42]. Finally, Section 6.3 discusses threats to validity.

### 6.1 Usefulness of recommendations

The goal of this first experiment is to answer the research
question (RQ) RQ1: “How precise and complete are the recom-
mendations provided by Droid recommenders?”. To this aim,
we performed the offline experiment that is reported next.

#### 6.1.1 Experiment setup

We ran an offline experiment on two datasets from two different domains. The purpose
was to analyse the performance of the RSs generated with Droid on distinct domains.

The used datasets contain models extracted from
MAR [25]. This is a structure-based search engine for models
and meta-models, which can be queried via input keywords.
In particular, we retrieved UML models, since they are the
most numerous in MAR. As domains for our experiment,
we chose Literature and Education. The keywords used
to retrieve the models for the Literature domain were bibliogra-
phy, book, author, journal and magazine. The keywords used
for the Education domain were professor, teacher, student and
alumn (as stem of other words like alumnus or alumni). The
resulting datasets are available at https://github.com/Droid-
dsl/DroidConfigurator.

Table 1 shows, per each domain, the number of models,
users (i.e., classes), items (i.e., attributes, methods and su-
perclasses) and features (i.e., attributes describing users and
items) in the datasets. The Literature and Education datasets
have 1,447 and 1,051 UML models, respectively, conformant
to the UML 2.0 class diagrams meta-model (cf. Fig. 3). The
table does not consider duplicate elements. Hence, if two
models contain classes with the same name, they are con-
sidered to be the same class. This is more evident in the
Education domain, which has more models than users.

#### 6.1.2 Evaluation results

Table 1 shows, per each domain, the number of models,
users (i.e., classes), items (i.e., attributes, methods and su-
perclasses) and features (i.e., attributes describing users and
items) in the datasets. The Literature and Education datasets
have 1,447 and 1,051 UML models, respectively, conformant
to the UML 2.0 class diagrams meta-model (cf. Fig. 3). The
table does not consider duplicate elements. Hence, if two
models contain classes with the same name, they are con-
sidered to be the same class. This is more evident in the
Education domain, which has more models than users.
Droid specification shown in Listing 1, and so, we trained multiple RSs through a variety of collaborative, content-based and hybrid recommendation methods: item popularity (ItemPop), item-based collaborative filtering (IBCF), user-based collaborative filtering (UBCF), content-based with cosine similarity (CosineCB), content-based item-based (CBIB) and content-based user-based (CBUB). We parameterised the methods IBCF, UBCF, CBIB and CBUB with neighbourhood sizes \( k \) 10, 15, 20, 25, 50 and 100. In the following, we refer to the methods that use neighbourhoods by concatenating the method name and the neighbourhood size \( k \). For instance, IBCF50 refers to the IBCF \( k \)-NN method with 50 neighbours.

In all cases, we used 10-fold cross-validation and a per-user technique to split the datasets (cf. Section 4). We analysed the performance of the RSs by means of the ranking quality metrics precision (\( p \)), recall (\( r \)), \( F1 \), MAP (Mean Average Precision) and nDCG (Normalized Discounted Cumulative Gain); and the coverage and diversity metrics USC (User Space Coverage) and ISC (Item Space Coverage). Additionally, in the experiment, we used a relevance threshold of 0.5, and cut-offs 5, 10, 15 and 20.

### 6.1.3 Experiment results.

Table 2 shows the results of the experiment for each domain/dataset (Literature and Education). The rows show the selected recommendation methods, and the columns correspond to the metric values. For space constraints, the table omits the results of the recommendation methods IBCF and CBIB, as their performance is worse than that of UBCF and CBUB.

We can observe that the order of magnitude of the metric values is the same in both domains. As studied in the RS field [7], this magnitude depends on many factors, such as the dataset characteristics (e.g., the average number of preferences per user, or the rating sparsity, which is the proportion of existing ratings from the whole set of potential user-item preference relations), and the evaluation methodology (e.g., the method to split training and test data, or the test ratings for which the metrics are computed). In our experiment, we followed the TestItems methodology [7] which, for a target user, evaluates recommendation lists that may contain test items from all users. This explains why the precision values are close to 0. For this reason, in general, the important aspect to consider is the relative difference of the metric values achieved by the different recommendation methods.

Analysing Table 2, a first conclusion is the fact that the content-based method CosineCB was the worst performing, being outperformed even by the ItemPop baseline. This is not surprising in our experiment. CosineCB estimates the preference of a user (class) for an item (attribute, method, or superclass) by means of the cosine of the angle between the user and item feature vectors. These feature vectors correspond to the names of the classes, attributes and methods in the models of the datasets. Since we do not perform any text pre-processing on those names (e.g., to unify lowercase and uppercase, singular and plural, morphological deviations, misspellings, synonyms, ambiguities), there are different names that could have been considered the same, facilitating the cosine similarity. Moreover, we may have used finer-grained user and item profiles which capture the occurrence frequency of features.

By contrast, UBCF and CBUB were the best performing recommendation methods. The results of their item-based counterparts were worse, and are not reported in the table. UBCF with neighbourhoods of sizes 10 and 15 achieved the best \( F1 \) values in both domains. In terms of MAP and nDCG, which focus on the precision of the top positions in the recommendation lists, the best results were obtained with neighbourhoods of sizes 20 and 25 in the Education domain, and sizes 50 and 100 in the Literature domain. If we consider \( F1 \), MAP and nDCG all together, UBCF with neighbourhood size 15 seems the best choice for the available data and targeted task.

As expected, since CosineCB and ItemPop do not depend on user-item rating patterns, they have an USC of 1, which means that they are able to make recommendations for 100% of the users. In terms of ISC diversity, there is no significant difference between methods and domains, which reflects that both popular and unpopular items are recommended.

Table 3 shows the precision and recall of the recommendation methods on both domains per cut-off values, \( p@k \) and \( r@k \), focusing on the first \( k = 5, 10, 15 \) and 20 recommendations. We observe that the higher the value \( k \), the lower the precision and the higher the recall. Again, CosineCB was outperformed by ItemPop. As we explained above, the poor performance of CosineCB can be improved by performing some text pre-processing, which we plan to address in future work. However, even with raw data, these results are in-line with the precision reported by other RSs for class diagrams [10] (around 0.04). Although not shown in the table, UBCF outperformed IBCF. The hybrid use of content-based and collaborative filtering techniques did not improve the recommenders based on a single technique. When considering both \( p@k \) and \( r@k \), UBCF with neighbourhood size 50 was the best performing method.

Answering RQ1, our evaluation shows that standard recommendation methods are able to provide sensible recommendations for every class, starting from relatively small datasets that have not been pre-processed. These results are in-line with RSs specifically created for class diagrams [10]. Still, we have identified some aspects that would allow

### Table 1. Description of the datasets.

<table>
<thead>
<tr>
<th></th>
<th>Literature</th>
<th>Education</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num. models</td>
<td>1,447</td>
<td>1,051</td>
</tr>
<tr>
<td>Num. users</td>
<td>1,740</td>
<td>905</td>
</tr>
<tr>
<td>Num. items</td>
<td>6,731</td>
<td>3,317</td>
</tr>
<tr>
<td>Num. features</td>
<td>6,497</td>
<td>3,231</td>
</tr>
</tbody>
</table>
improving the generated recommendations, such as using larger datasets, pre-processing the text features that the content-based methods exploit, or even incorporating more specific, task-oriented recommendation methods.

### 6.2 Case study on RS integration

This section shows a case study on the integration of a RS specified with Droit into a modelling chatbot called Socio. With this study, we aim to answer the following RQ (RQ2): How difficult is it to integrate a Droit-based RS with a non-Eclipse-based modelling client?

Socio [42] is a chatbot or conversational agent that enables heterogeneous groups of domain and modelling experts to collaborate on modelling tasks. It works in social networks, like Telegram or Twitter, and facilitates the active participation of domain experts with no technical background in building models (class diagrams) by using natural language (NL) as the modelling interface.

Fig. 9(a) shows a user interaction with Socio in Telegram. The user can send messages expressing domain requirements in NL to the chatbot (labels 1 and 3). Socio interprets the messages and the current status of the model, infers the necessary modelling actions, updates the model, and sends back an image of the model with the modified elements in green (labels 2 and 4). For example, given the message “School contains teachers and students” (label 1), Socio infers that there must be three classes named School, Teacher and Student. Then, because of the contains verb, it infers that School should have two containment references with cardinality one to many (as teachers and students are plural), one called teachers and going to Teacher, and the other called students and going to Student. Since the model is empty at this moment, Socio creates all these elements (label 2).

Users normally do not provide all requirements in a single message, and so, Socio permits a model to be incomplete or incorrect. The interaction with label 3 illustrates this. When the user says “Teachers have a name and surname”, Socio interprets that there must be a class named Teacher with two features, name and surname. Since the class already exists, it only adds the two features, but since there is no information about their types, their definition is incomplete (label 4).

Besides model creation via NL processing, the chatbot has commands to manage, validate, download the model, or undo and redo the modelling actions. In Telegram, these commands start by a backslash followed by a keyword. Labels 5 and 6 in Fig. 9(a) show an example of the undo command.
For this case study, we extended Socio with a RS specified with Droid and hence available as a service. Fig. 10 shows a scheme of the integration of the RS within Socio, where the new components are highlighted in green. Socio has a front-end provided by Telegram and a back-end. The latter is the main component of the architecture since it handles all the functionality of Socio: information and model storage, NL processing and modelling actions. The Telegram client connects the user interaction in Telegram with the back-end.

For the integration, we created a Recommender command on the client side (label 1 in Fig. 10). When the user types this command to obtain recommendations (label 1), the Telegram client sends a request to the back-end, which is handled by the Recommender handler (label 2). Since the model is internally represented with EMF, a Transformer converts the context element of the recommendation into the JSON format required by Droid (label 3). Then, the Recommender handler requests recommendations to the Droid service (label 4), and sends the returned recommendations back to the client (label 5). In the client, an Interactive message handler transforms the recommendations into an interactive message containing one button per recommended item (label 6). When the user selects one of these buttons, the handler sends a request to the back-end to add the selected item to the model (label 7). Then, the selected button is deleted, while the other buttons remain available to permit applying further recommendations.

Fig. 9(b) shows the usage of the /recommender command in Telegram. When a user types the command (label 7), Socio displays the current model and prompts the user to select a class (label 8). Once the user selects a class (label 9), Socio asks the kind of items to be recommended (label 10). Since Socio models do not support methods, the user can choose the recommendation of attributes and supertypes.

Fig. 11 illustrates the recommendations provided by Droid. It shows the recommended supertypes (label 1) and attributes (label 2) for the class Teacher. When the user presses the button with the recommendation Person, Socio creates a new class because it does not exist, and adds it as a supertype of Teacher. When the user presses the button with the recommendation name, Socio detects that Teacher already defines this attribute and only updates its type. This way, recommendations not only add new elements to the model, but sometimes also allow fixing incomplete elements.

Table 4 shows the LOC and number of Java classes developed to achieve the RS integration. The Interactive message handler is the largest component, which is normal as it handles several user interactions. We can observe that the integration did not require many changes in the Socio architecture, and the new components are not large.

Answering RQ2, this case study proves that Droid-based RSs can be easily integrated with tools outside Eclipse. While the integration with Socio has not many LOC, we added code on both its front-end and its back-end. Moreover, more than 50% of the code was dedicated to the user interaction.
These two circumstances can make a big difference in the effort required to integrate the RS with other modelling tools.

6.3 Threats to validity

Next, we discuss threats to validity in our evaluations.

With respect to the offline experiment of Section 6.1, we tried to minimize the threats to its external validity by making use of two independent and large datasets from two different domains. However, the domain selection and the keywords chosen for the query may affect the generality of the results. To tackle this issue, we plan to conduct experiments with other domains and datasets in the future. Another threat is the specific recommendation task accomplished in the experiment, namely the completion of class diagrams with new attributes, methods and superclasses. Hence, further experiments are needed to draw conclusions on the use of our approach for other recommendation tasks. Concerning internal validity, we tried to avoid any bias on the results by the use of third-party datasets.

Regarding the case study reported in Section 6.2, the results are specific to Socio and cannot be generalized, which remains the main threat to the external validity. However, the integration of Socio was specially challenging due to its distributed architecture and its independence of Eclipse; hence, we expect that the effort to integrate a Droid-based RS in other clients will not be higher than for Socio.

7 Related Work

In this section, we review the two main areas of related works: recommenders for modelling languages, and automated approaches for the synthesis of RSs.

7.1 Recommenders for modelling languages

According to [4], the most common usage purposes for recommenders in MDE are completion, finding, repair, reuse, and to a lesser extent, creation of modelling artefacts. The recommendations typically apply to models and meta-models, while recommenders for model transformations and code generators are scarce. Droid can be applied to any kind of artefact, provided that it is defined by a meta-model.

Most recommenders for modelling languages target UML, especially class diagrams. IPSE [20] has a knowledge-based RS that guides students on creating class diagrams, and the recommendations build on Prolog constraints defined by the teacher. RapMOD [31] recommends relevant auto-completion actions for graphical UML class diagrams. REBUILDER [23] relies on case-based reasoning, Bayesian networks and WordNet to recommend class diagrams similar to a given one. Elkamel et al. [16] use similarity metrics to recommend similar classes to the ones in the current class diagram. Other researchers propose RSs for other UML diagrams: Cerqueira et al. [12] propose a CB approach for recommending behavioural features for UML sequence diagrams, and Aquino et al. [5] present a recommender of actors and use cases for use case diagrams. While these works tackle useful modelling tasks, they serve a specific modelling language and the recommendation method is fixed. Instead, Droid is not UML-specific but it permits customizing the target modelling language, the kind of items to be recommended, and the recommendation algorithm.

Some approaches aim to provide semantically related terms and context-sensitive information for a modelling task. Burgueño et al. [10] propose a domain concept recommender based on the analysis of the textual information available on the domain model being constructed, as well as on general knowledge about the business domain. The domain modelling tool DoMoRe [2] exploits a knowledge base of domain-specific terms and their relationships to provide context-sensitive recommendations. Other tools, like Extremo [35] or the assistant envisioned by Savary-Leblanc [51], employ semantic similarity based on lexical databases like WordNet to recommend semantically related terms. While these tools target a specific modelling task, our framework is generic and configurable for arbitrary modelling languages.

Recommenders have also been applied to business process modelling. For example, to recommend complete process models based on the user profile [28], as well as finer-grained recommendations that pursue completing a process model with new fragments [30], activity nodes [14, 32], tasks [44] or actor roles [44]. Again, these works are specific to a modelling language, and the recommendation method is fixed.

In contrast to the previous language-specific approaches, others are language-independent. These are typically applicable to arbitrary modelling languages defined in a given meta-modelling framework, such as EMF. For example, parmorel [6, 26] uses reinforcement learning to repair malformed EMF models based on the user preferences and the experience gained from previous repairs. ReVision [41] suggests consistency-preserving model editing rules for model repair. SimVMA [54] uses clone detection to help modellers find models or operations relevant to them. Finally, Kögel [29] proposes to analyse the history of past model changes to suggest recommendations, and foresees the use of machine learning, heuristic search algorithms, association rules and decision trees. Altogether, even though these works plan on frameworks for different languages, the recommendation method is fixed, and the recommendations cannot be customised, as we can do using Droid.

Table 4. Metrics for integrating Droid with Socio.

<table>
<thead>
<tr>
<th></th>
<th>LOC</th>
<th>Num. Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Back</td>
<td>160</td>
<td>2</td>
</tr>
<tr>
<td>Transformer</td>
<td>44</td>
<td>1</td>
</tr>
<tr>
<td>Front</td>
<td>128</td>
<td>2</td>
</tr>
<tr>
<td>Interac. message handler</td>
<td>400</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>732</td>
<td>6</td>
</tr>
</tbody>
</table>
7.2 Recommender system generation

While we can find many RSs for modelling languages, most were developed by hand from scratch, which requires a high effort [36]. Hence, recent studies [4] have identified the need of methods and tools automating the construction of recommenders for modelling languages. This work aims to fill this gap. Next, we compare with other related approaches.

Fellmann et al. [19] define a reference model with the data perspective requirements of RSs for process modelling. The model can be instantiated as a guide for developing new process modelling recommenders, or to assess existing ones. While useful, the approach is specific to process modelling, and does not provide automation or code synthesis.

Rojas et al. [48] present an MDE framework to create mobile RSs of geographic points of interest. The framework helps defining the structural, behavioural and navigational aspects of the RS, and customising the user preferences, similarity metrics and similarity formula. In [47], a similar solution is used to recommend trips and tours. However, in both works, the target domain of the recommendation is fixed.

We also find MDE proposals to support non-expert users on applying data mining. For example, Espinosa at al. [17, 18] reuse the past experiences of data mining experts to compute the accuracy for a given new dataset and recommend the one with the best performance. The framework permits customising the data mining task to perform, the evaluation method and metrics, and the mining algorithm. Even though this solution offers the flexibility and benefits of MDE, the generated recommenders are data mining applications.

In a more general setting, Hermes [15] is a generic framework to build recommenders for modelling environments. Its extensible architecture permits defining new recommendation strategies, new widgets to trigger and display the recommendations, and new contexts to adapt the recommendations to the modelling environment. These elements are coded as extensions of base classes, or registered in the case of resources like icons and labels. Hermes provides a dashboard to define the class extensions, and supports the manual testing of the recommender. In contrast, our DSL Droid does not require coding, but it provides a simple syntax to configure the kinds of recommended items, the recommendation method, and its evaluation based on standard metrics. Moreover, it automatically generates a tailored RS as a web service to make it available from arbitrary environments.

More similar to our proposal, the vision paper [52] foresees a low-code development environment where end users can define RSs by using graphical interfaces, drag-and-drop utilities and forms. The authors aim to support the construction of arbitrary RSs, not specific for modelling languages. The low-code environment will build on a generic meta-model to provide components implementing recurring functionalities for RSs, such as data pre-processing, capturing context, and producing and presenting recommendations. The authors foresee having several DSLs to configure each aspect of the recommender. Their philosophy is similar, but we focus on RSs for modelling. This way, our DSL allows the fine-grained specification of the recommendation target and items, and our tooling generates a RS available as a REST API that can be integrated in other tools.

8 Conclusions and Future Work

RSs are increasingly being used in Software Engineering, and MDE is no exception to this trend. Since building RSs for DSLs is time expensive, we have developed a model-based approach to automate their construction. The approach provides a DSL to configure the target of the recommendation and the type of the recommended items, and supports the evaluation of the RSs to identify the best one for the problem at hand. Our solution relies on a generic recommendation service that can be integrated out-of-the-box with the EMF tree editor for models. We have demonstrated the feasibility of its integration with non-Eclipse tools, and have evaluated the precision and completeness of the recommendations.

In practice, the creation of RSs for modelling requires having big sets of models for training. These exist for popular modelling languages (e.g., UML, BPMN, Simulink), but not for other DSLs. We trust that the emergence of dedicated model search engines [25] and repositories will facilitate this task. Moreover, there are other options. First, RSs can be trained with the available models, and retrained as more models become available. Second, one may apply "transfer learning" for some DSLs, i.e., training the RS with models of another similar DSL. For example, one may build a RS for UML class diagrams, and apply it to Ecore meta-models.

In the future, we plan to work on pre-processing techniques for the model sets. For instance, for the UML class recommender, it could be useful to pre-process names (e.g., deleting blank spaces) and cluster semantically similar names. We would also like to enrich the recommendation context, e.g., including classes related to the recommendation target. We have focussed on classical recommendation methods, but we aim to make Droid a DSL front-end to configure arbitrary recommendation methods, including those specific for modelling tasks. For this purpose, we are making our architecture extensible via extension points, to be implemented for specific methods. Another line to explore is to gather recommendation feedback from the users, and adjust future recommendations based on it. Finally, we plan to make a user study to identify strengths and weaknesses of our proposal.
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