
DATALYZER: Streaming data applications made easy
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Abstract. Nowadays, streaming data are continuously generated from thousands
of sources, including social networks, mobile apps, sensors, e-commerce trans-
actions, and many more. Hence, it becomes very useful to build applications able
to process these data, with the purpose of filtering interesting parts, monitor their
run-time evolution, persist valuable chunks, trigger events upon certain condi-
tions are met and provide analytics. While several frameworks and systems have
emerged to create this kind of applications, these systems tend to be low-level,
based on complicated APIs, challenging to install and configure for end-users,
and requiring from high performant hardware for their execution. Our goal is to
lower the entry level to develop, deploy and run streaming applications.
To accomplish this goal, we propose DATALYZER, an approach to create stream-
ing data applications on the cloud based on a visual language. This way, DAT-
ALYZER provides a facility to describe streaming data sources in an open way,
and a visual language to describe the execution flow of the streaming application.
DATALYZER is based on model-based development principles, where code is gen-
erated automatically, and then compiled, deployed and executed on the cloud. As
a proof of concept, we describe a case study in enterprise systems, and how it can
be built using our prototype tool.
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1 Introduction

We live in a hyper-connected society, where 2.5 quintillions bytes of data are created
every day1. Millions of heterogeneous sources around the world produce continuous
streams of data, including sensors, social networks, IoT devices, mobile and web appli-
cations, among many others. Therefore, there is an increasing need to observe, monitor,
analyse, detect anomalies [7] and make apps out of these heterogeneous data. How-
ever, currently, building such applications is only possible by engineers with special-
ized technical knowledge, and having expensive hardware at their disposal. Moreover,
the required technologies for the demanding requirements of this kind of applications
tend to have a steep learning curve and be difficult to install, configure, and run [2].

1 https://www.domo.com/learn/data-never-sleeps-5



In order to solve the previous issues, we propose DATALYZER, a cloud-based plat-
form to build streaming data applications. Our approach follows model-based devel-
opment principles [1] and is based on a domain-specific visual language (DSL) to fa-
cilitate programming by non-experts. DATALYZER is able to synthesize code – based
on Apache Kafka2 – compile it, configure the application and run it in an automated
way. This way, the end user uses the web browser to create visually the model of the
application to be built. As the approach is cloud-based, there is no need for difficult
configurations by the end user. Moreover, the approach is extensible, and relies on a
common format to describe live data sources. This permits the addition of new hetero-
geneous sources as needed, which then can be used in DATALYZER programs. In this
paper, we describe the principles of DATALYZER, and show our prototype tool support.

In order to explain and discuss DATALYZER’S features and capabilities, we will be
using as running example the creation of a streaming application to monitor the data
flows generated by the traffic of a video on demand service. In such scenario, we would
like to monitor at run-time, in an integrated way, the users logging into the system, the
contents they are visualizing to produce a run-time ranking with the most viewed con-
tent and the bandwidth generated (considering the video resolution and bitrate being
used). In addition, we would like to integrate in the monitoring dashboard flows origi-
nating outside the systems of the company, like the mentions to the company profile in
social networks such as Twitter.

The rest of the paper is organized as follows. Sec. 2 overviews the main concepts
behind our approach. Sec. 3 describes the architecture and tool support. Sec. 4 compares
with related work, and Sec. 5 ends with the conclusions and future work.

2 DATALYZER

This section describes the main ingredients of DATALYZER: a uniform, extensible rep-
resentation of streaming data sources (Sec. 2.1) and a visual DSL to describe execution
workflows (Sec. 2.2).

2.1 The Data Sources

Dynamic data sources available on the web are heterogeneous with respect to the pro-
tocols and technologies used, and their access architectures, typically either pull-based
(polling) or push-based (streaming) [4]. Our goal is to be able to create dynamic data
streams out of any source type, and hence our approach permits abstracting away the
technical details of the different sources (e.g., whether pull or push). This way, we can
use them as dynamic live data channels in a uniform way. For this purpose, we use a
declarative description model for data sources, which facilitates the incorporation of
new sources. A scheme of the description model is shown in Fig. 1(a).

Our model distinguishes between data sources, and data source types. The latter
refers to types of data transmission technologies like REST or TCP sockets, but also per-
mits describing non-standard technologies. For example, live data platforms like Satori3

2 https://kafka.apache.org/
3 https://www.satori.com/
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Fig. 1. (a) “Sources” conceptual model (excerpt) for dynamic data sources. (b) Description of one
of the data sources types and a data source of the running example.

or social networks streams like Twitter4. Explicitly representing data source types in our
meta-model, instead of hardcoding them, fosters extensibility. A DataSourceType is de-
scribed by its name and an access kind (pull or push). DataSourceTypes can define input
and output parameters (inherited from Type). For example, a TCP socket connection de-
fines a port as input parameter, while a REST API defines a URL, and Twitter declares a
private token key and secret parameters for authorization. Each source type is handled
by a Java class, specified in SourceHandler.

Once a DataSourceType is described (e.g., REST), it is possible to create Data-
Sources of such type (e.g., OpenWeatherMap5). A data source contains a name, a de-
scription, and an image to be displayed on the DATALYZER DSL editor. DataSources
inherit from both Type and Instance. This is so as they need to provide values for the
input parameter of its DataSourceType (e.g., the URL value for REST), and may de-
clare parameters in their turn (e.g., OpenWeatherMap needs the city name). In the next
subsection, we will see that our DSL supports an additional instantiation level, as when
used for creating a specific streaming application, users need to specify values for the
input parameters of DataSources (e.g., a particular name for the city in OpenWeath-
erMap).

Please note that OutParameters have an attribute called path, to describe how to
retrieve their value from the incoming message. In case of XML, this would be an XPath
expression [11], while for JSON we use a similar approach to JSONPath6. Finally, in
case of pull-based sources, like for example those of type REST, our system polls for
new data at customizable rates, which permits emulating a live data stream source.
Example. Fig. 1(b) describes one data source for the running example. In this case, we
assume the information on logged users is obtained through a TCP socket connection. A
TCP DataSourceType declares a port parameter, of type integer. Then, a DataSource of
type TCP can be defined (object users, with name UsersLogin). This needs to configure
the parameters of its type, which in this case is the port, set to 3333. In addition, the data
source may declare input parameters to be filled when used in a DATALYZER model,
and outputs that the source produces (three in this case, named user, userId and IP). A

4 https://developer.twitter.com/
5 https://openweathermap.org/api
6 https://github.com/json-path/JsonPath
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Fig. 2. DATALYZER meta-model excerpt.

data source of type TCP will not normally declare input parameters, while sources of
other types like REST will normally do. When this data source is used in a DATALYZER
application, a socket will be created in the specified port and will wait for incoming
connections where the data is received, while the transmitted data will contain the three
specified output fields.

2.2 The DATALYZER DSL

Once the data sources of interest are defined, the user can create her application using
a visual DSL we have designed. In practice, this creation process occurs within a web
browser, using a drag and drop mechanism. After finishing the description of the appli-
cation, a code generator we have built synthesizes the program code, compiles it, and
finally executes the described streaming application.

A meta-model excerpt for the DATALYZER DSL is shown in Fig. 2. The DSL is
made of three main primitives: DataSourceInstances, DataPipelines and Results. The
DataSourceInstances can instantiate DataSources among those previously defined, as
seen in Sec. 2.1. When a DataSourceInstance is included in a model, the user needs
to configure the input parameters that the corresponding DataSource has defined, and
select the outputs she wants to capture. Please note that, as DataSourceInstance inherits
from Instance, it can define ParameterValues for the Parameters of the DataSource.

DataSourceInstances must be connected to some Data Pipeline. These are in charge
of joining, filtering and transforming (e.g., aggregate operators) the data received from
the data sources. Several data sources can be connected to the same data pipeline.
While we foresee different kinds of join semantics (like using temporal windows),
DATALYZER currently supports a simple join based on a single tuple window [3]. This
pipeline is able to join data tuples from several sources, by only considering the last
tuple obtained from every source. Pipelines can be connected to each other, but connec-
tions need to be cycle-free and to end on nodes of type Result.

Results are terminal nodes, which produce a visualization for the data, a trigger, or
persist the data. Currently, DATALYZER supports three types of visualizations for data:
based on tables, and using dynamic bar and line charts. Other visualization techniques,
e.g., based on geographical maps are under development.



Fig. 3. Constructing the running example with DATALYZER: the application described in the DSL
editor (left), and the data source configuration view for a Twitter source (right).

Example. Fig. 3 depicts an excerpt of the DATALYZER model for the running example
(created with the DATALYZER web editor). The left window shows the palette with the
primitives for creating the streaming application model. The canvas contains flows de-
scribing how to handle the data produced by three different sources: two coming from
a TCP connection (UsersLogin, defined in Fig 1(b), and UsersPlay), and the other one
from Twitter. This Twitter data source declares two input parameters: keywords/hash-
tags, and geoposition coordinates. These parameters are used to retrieve only the tweets
meeting such criteria. In addition, Twitter declares 4 output parameters: the tweet text,
its date, the user name and the location. The DataSourceInstance for Twitter can then
give values to the inputs and select the desired outputs. Please note that we can have
several DataSourceInstance objects of the same data source in the same model (e.g.,
several sources taking data from Twitter).

3 Architecture and Tool Support
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Fig. 4. DATALYZER architecture.

Fig. 4 shows DATALYZER’s architecture,
made of the following components:
Web Platform. A web platform developed
using NodeJS and MVC architecture (see
label 1 in Fig. 4). It features a user regis-
tration system, using a MongoDB database,
to identify and authenticate the connect-
ing users. In this platform, users may cre-
ate projects that contain the models of the
streaming applications. The platform per-
mits managing those projects, listing them,
editing and executing the models.
Data Source Repository. The description of data source types and data sources (seen
in Sec. 2.1) are stored in a MongoDB database (label 2 in the figure). This database



is connected with the DSL, in order to show the different data sources in the editor
palette. The database is read every time the DSL editor is opened, so that the list of
defined data sources is available at each moment. Users can add new sources through
the web browser using a form.

DSL. The DSL editor is integrated in the web platform (label 3 in the figure). This
editor is accessed whenever a project is edited. The DSL editor is built in Javascript,
and contains built-in validations to ensure (syntactical) model correctness at design
time. If a model is correct, it can be stored in the database, so that it can be opened,
modified or executed later.

Code Generation. We have built a code generator in Java that is invoked by the web
server whenever the application is to be executed (label 4 in the figure). Our strategy
for code generation creates a Java class for every object in the model. The end result
is an independent, fully functional Java project (based on Apache Kafka as described
below), which expects to receive and process the live data sources as specified (label 5).

Streaming Application. The generated application (label 6) is executed on the sever.
It uses Apache Kafka as a basis to create the data channels. This technology offers
fast data pipelines, which are fault tolerant, scalable and distributed. The generated
code processes these data channels as specified using the DSL. Once a data channel
is initialized and opened, it waits to receive information from the data sources. When
data is received, these are inserted in the data channel. This process continues until
the application is paused or stopped. All data channels are ultimately connected to a
terminal Result node, which visualizes or persists the data as specified with the DSL.

Dashboard. The streaming applications are executed in a server, so that the user does
not have direct access to them. To allow interaction, we have developed a graphical,
browser-based dashboard, which is integrated in the web platform (see label 7). The de-
veloped interface (see also Fig. 5, label 4) contains controls to monitor the application
status (running on/off), a counter with the received bytes in real time, and management
controls to execute, pause and stop the application. The dashboard is specific to each
project, and is configured dynamically according to the description made with the DSL.
Given the model, the dashboard is able to search and identify the objects of type Re-
sult and add the corresponding widgets to the panel. For example, the available charts
and tables in the DSL have a corresponding Javascript widget, which are added when
the dashboard is opened. To receive information and communicate with the streaming
applications, a socket is used.

Example. Fig. 5 shows several steps in defining and executing the running example.
First, the user needs to create a personal account in our platform through the regis-
tration form (label 1). After logging into the platform, the user can access her personal
workspace to list her projects (label 2) or to create a new one (label 3). They way of cre-
ating the running example project in the DSL editor was described in Secs. 2.1 and 2.2.
Once the model is created and validated, the user can execute it by accessing the dash-
board (label 4). Here, she can manage in real-time the streaming application generated,
and monitor the data processed while the application is running. The application will
continue to execute on the server even when the user browser is closed. The user can
stop the application by accessing again the dashboard and pressing the “stop” button.
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Fig. 5. Steps followed to define and execute the running example.

4 Related Work

Stream processing has been around for decades (see [8] for a survey in the 90s), and
stream programming languages, like StreamIt [10], already existed in the early 2000s.
However, it is recently that we are witnessing the emergence of a plethora frameworks
capable of stream processing, like Apache Kafka, Samza [12], Spark7, Flink8, Storm9,
or IBM Infosphere Streams [5]. This shows the relevance of stream processing nowa-
days. However, these frameworks rely on low-level programming, have generally a
steep learning curve and are generally complex to configure and deploy.

Even though numerous systems have emerged, a recent survey on stream process-
ing systems [2] concludes there is “the need for high-level programming abstractions
that enable developers to program and deploy stream processing applications on these
emerging and highly distributed architecture more easily, while taking advantage of re-
source elasticity and fault tolerance”. Hence, aiming for this goal we developed DAT-
ALYZER, so that streaming applications become easier to define, deploy and execute.

The integration of heterogeneous sources, both static and dynamic is also a concern
to enable highly flexible, dynamic applications [9]. Classical Extract-Trasform-Load
(ETL) systems have started to consider streaming data, as seen by commercial sys-
tems like Microsoft Data Factory10 or MuleSoft11. DATALYZER is inspired by these
approaches, but we explicitly focus on simplicity of use and extensibility. Our aim is
to become open source, and by our compilation approach we are independent on the
target execution platform, avoiding vendor lock-in. Compared to approaches to data in-
tegration like [4], our approach is novel in which it permits extra flexibility to define

7 https://spark.apache.org/
8 https://flink.apache.org
9 http://storm.apache.org/

10 https://azure.microsoft.com/en-us/services/data-factory/
11 https://www.mulesoft.com/



data source types (like TCP or REST), data sources (like OpenWeatherMap) and data
source instances (using OpenWeatherMap in an application) in an integrated way.

5 Conclusions and Future Work

In this paper, we have presented DATALYZER, a cloud-based approach for the creation
of streaming data applications, based on a visual DSL. The approach permits a visual
description of the application, which is then compiled, deployed and executed auto-
matically. The approach is extensible, as new data sources can be added on the fly.
Overall, the approach aims at lowering the entry barrier for the creation and execution
of streaming data applications.

While DATALYZER is currently fully functional, it is still under development. First,
we would like to extend its expressive power, with more advanced primitives like
data matching conditions and triggers (in the style of Complex-Event Processing sys-
tems [6]), data transformers and analyser blocks, as well as predictive and machine
learning primitives. We are currently performing stress and performance tests, which
may lead to optimizations in the system architecture.
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